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Preface

The preface of a book is traditionally devoted to remarks that have some per-
sonal character, and for most books these are mundane and reassuring. “Even
in these turbulent times” the author’s feelings gravitate, like a pendulum un-
der the slow influence of friction, to appreciation of his or her parents, the
delightful domestic environment he or she currently enjoys, the support and
encouragement of colleagues, that nice person from the publisher who took
care of all those pesky details, and so forth.

I could easily profess to such sentiments, but it would be evasive, because
what everyone really wants to know is: Why in the world is an economist
writing a book of algebra and algebraic geometry? What sort of hubris might
inspire him to think he has any competence for such a task? What could he
possibly hope to gain? And in the face of these questions, how do I conceive
of my efforts, and what sort of “public face” am I trying to present to the
world?

The actual answers are quite a bit less dramatic than this sounds. I am
a mathematical economist, which means that if I am perhaps not exactly a
mathematician, I am certainly not exactly not a mathematician. From the
point of view of pure mathematics, mathematical economics is a fringy thing,
perhaps mildly interesting, but suspiciously justified by appeals to values be-
yond mathematics, and inessential to the central thrust and foundations of
the discipline. Be that as it may, it does present a rich menu of technical chal-
lenges, and is perhaps not more distant from the main currents of research
than various other subfields within mathematics proper. Over the years it has
attracted the interest of many mathematicians, including the Fields medalists
Stephen Smale and Pierre-Louis Lions. Relative to other specializations, the
technical foundations of mathematical economics are quite broad. Economic
phenomena can be modelled in many ways, so if there’s a tool out there that
can be put to use, probably somebody will do so eventually. Real analysis,
topology, functional analysis, and mathematical statistics underly fundamen-
tal economic models.

In the mid 1980’s it occurred to me that algebraic geometry might have
some relevance to game theory, because the notion of Nash equilibrium is
a matter of polynomial equations and inequalities. (It turns out that the
seemingly nearby but actually quite distant field of semi -algebraic geometry
does indeed provide quite useful results and insights.) So, I walked across
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campus and started attending a course based on Hartshorne (1977). The first
chapter was not impossible (if one accepted the cited results from algebra) but
after that I quickly became hopelessly confused. At first I could understand
the logic of the definitions related to scheme theory, if not their motivations,
but before too long I was just lost in the jungle at night.

I did learn that, along with logic, topology, measure theory, and functional
analysis, the reformulation of algebraic geometry in the 1960’s was one of the
profound transformations of mathematics during the 20th century, and that if I
didn’t find some way to learn more, large swaths of contemporary mathematics
would be far beyond my comprehension and appreciation. But I think that
my persistence really had more to do with not wanting to accept such a defeat.
Now Hartshorne makes it pretty clear that he expects a strong background
in algebra, so I obtained various books and read each one up to some point.
It’s a gorgeous subject, but it has its own motivations and internal agenda,
as did each of the authors. Certainly I learned a lot, but each time I tried to
return to Hartshorne I was rebuffed, and this was also the case after I read
lower level books on algebraic geometry.

About a decade ago it occurred to me that I might try reading Serre’s
“Faisceaux Algébrique Cohérents” (henceforth FAC) which was obviously an
important milestone in the history of the subject, presumably much closer to
the original motivations and ways of thinking, and universally praised in the
highest terms. My high school French is barely adequate for mathematics,
and it is a journal article, not a textbook, so this also proved quite difficult.
However, I had the thought that instead of reading it, it might work better to
prepare a translation. This had the advantage of slowing me down, so that I
could patiently work through each logical detail. Both for my own benefit, and
because I could imagine it becoming accessible to readers at a much lower level
than would otherwise be the case, I interpolated explanatory remarks when
Serre elided some details, appealed to some not entirely elementary result,
wrote in a way that later became obsolete, and so forth. This had the effect of
creating a sense of dialogue, making it at least a quite original mathematical
document. Everything seemed to be going nicely, and “working” on it was a
delightfully relaxing activity.

Serre’s style is very gentle throughout, and up to a certain point FAC is
effectively self-contained, but then there are a flurry of citations to Cartan
and Eilenberg’s Homological Algebra (henceforth CE) which would appear in
print the following year. I acquired this (still very useful) book, and set about
figuring out what these results were. It quickly emerged that they were central
to Serre’s project, and that my translation couldn’t succeed unless the reader
could access them easily. At the same time CE was not an acceptable source,
since what the reader of FAC needs is mixed in with a great many other things,
and some of the cited results are exercises. No other source seemed suitable,
so I set out to write a minimal treatment, working backward in CE in order
to extract only what was required. The result was a “Supplement” consisting
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of several dozen pages.
Within FAC the work went forward again, until I reached the last few

pages, where I learned, somewhat to my horror, that Serre appeals to various
results of commutative algebra that are not in Atiyah and McDonald’s An
Introduction to Commutative Algebra. Again, I set out to extract a minimal
treatment from various sources, and the supplemental material expanded ac-
cordingly. Eventually it became clear that I would need to take control of the
subject from the beginning, so I wrote what is now Chapter A, even though
this material is basic and very well treated elsewhere. Somehow the “Supple-
ment” ballooned to over two hundred pages, dwarfing (at least in bulk) the
original intent and spirit of the project.

By this point you have probably figured out that I enjoy writing mathe-
matics. Early in my career I had great difficulties with writing (had it not
been for the advent of personal computers my career might have been lost) so
I tried to take that aspect of the work seriously, tracking down written advice
about exposition and (more usefully) thinking about what it was that made
the writings of John Milnor, Michael Spivak, J.S. Milne, Allen Hatcher, and
others, work so well. I also put a lot of effort into writing, learning much from
various mistakes and other experiences. Perhaps most important, I developed
a taste for mathematical exposition as a medium of aesthetic expression. If
you asked why I spent so much time on this project, I would say that no one
would think it odd if I spent the occasional Saturday afternoon dabbling in
watercolors, and this really isn’t any different.

As you might expect, I have strong and well developed views concerning
mathematical exposition, but for the most part I hope that they are better
expressed implicitly in the text than I could state them here. I should say
two things about the book. First, it is the sort of book I would like for
myself, insofar as it is meant to be read, not “studied.” (Readers who like to
work exercises should have no difficulty finding them elsewhere.) I am a busy
professional who doesn’t like being told that he can’t learn a subject without
going back to the course work ghetto, or doing endless problem sets. As much
as possible, I have tried to craft a book that can be absorbed and appreciated
with minimal effort. The reader should be aware of two particular aspects
of this. I have kept the coverage almost as minimal as possible, subject to
the nature of the project. (At a certain point I thought that factoriality of
regular local rings would be required. This turned out to be wrong, but it
would be a shame to stop within spitting distance of this glorious theorem.)
Sometimes I have added inessential results that illustrate or apply the ideas
under discussion, but I have deliberately avoided trying to make the coverage
of any topic “complete.” Second, I have allowed the organization complete
freedom to fall in line with the logic of the material. Possibly this book might
serve as the main text of quite a nice course, but relative to any established
curriculum or concept of what every young algebraist needs to know, and
when she needs to know it, there are large and obvious gaps.
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The second point is that this is the work of an amateur, in several senses.
It was pursued for its own sake, outside of any strategy for “career develop-
ment.” (At best it might push my reputation in economics further sideways.)
Consequently work on it proceeded in “slow cooking mode,” and I could in-
dulge a kind of perfectionism that the pressure to publish can easily quash.
Also, I am no expert in commutative algebra, and perhaps was better able to
appreciate the logic of the material as something fresh, and to convey some
sense of that to the reader. In retrospect the surprising degree of coherence it
attained is, I think, ultimately a reflection of Serre’s long range vision.

Expository projects in this spirit will almost certainly continue to be not
that well rewarded, because accomplishment in research will continue to be
the only acceptable qualification for membership in the academy. (As an
economist I could advance various points of view concerning whether that is a
good or bad thing, but I see no likelihood that it will change soon.) Perhaps
the example of this book may inspire others to think that such work can, in
and of itself, be more than ample reward.

Ordinarily at this point in a preface there would be a long list of names
of all the people who provided feedback, encouragement, and various forms
of assistance. However, economists tend to be quite dubious when they learn
that one of their colleagues is indulging a taste for pure math, so I have been
completely secretive about this project while it was underway. Hopefully
things won’t be that bad ex post, when people see that during the decade or
so that I have been noodling around with FAC, I have also done roughly the
usual amount of the usual sort of research. But just to be on the safe side, if
you happen to meet an economist, please don’t tell them about this, OK?



Introduction

Le travail [14] (cité (FAC)) de J.-P. Serre peut aussi être con-
sidéré comme un exposé intermédiare entre le point de vue clas-
sique et le point de vue des schémas en Géométrie algébrique, et
à ce titre, sa lecture peut constituer une excellente préparation à
celle de nos Éléments.

–Alexander Grothendieck, Éléments de Géométrie Algébrique

For many, including your author, learning about algebraic geometry can
be a daunting undertaking. There are introductory books that give some
glimpse of the subject, mostly from a classical point of view, but to go beyond
them, to the substance and consequences of the reformulation of the subject
by Grothendieck and his colleagues in the 1960’s, requires a very substantial
technical background, in both commutative and homological algebra. It may
seem “logical” to take courses in these subjects before attempting to tackle
the theory of schemes, but these are large subjects that draw their motivations
from many sources, and have active, independent research agendas. One can
learn quite a bit about both of them and still be far from ready to tackle a
text such as Hartshorne (1977).

Moreover, this “logical” approach flies in the face of the way people ac-
tually learn, which is by accumulating experiences that make the topic in-
creasingly familiar. Now one might try to read some algebraic geometry while
accepting some of the background on faith, to be studied seriously at some
later time, but this never works for me. Unless I’m grasping each step in the
logic, I’m not really learning mathematics, and then I just get confused.

This book embodies a different approach, which is to undertake a substan-
tial, logically self contained project of some relevance. Specifically, we’re going
to study Serre’s 1955 Annals of Mathematics paper “Faisceaux Algébriques
Cohérents,” (FAC) together with all of the algebra required to understand
it, completely, by which I mean that you will see that everything that Serre
says is justified. You won’t see all the algebra that is relevant to algebraic
geometry, by a long ways, but all the algebra herein is highly relevant. The
material is very close to being a minimal rendering of all the results that Serre
applies, and all the material that is logically prior to that, so the selection of
topics is the product of happenstance, but somehow it comes together into
quite a coherent package.

1



2 INTRODUCTION

Although FAC is a journal article, it is, in its style and overall approach,
quite close to being a textbook. Serre was laying out a new approach to
algebraic geometry, and throughout he is systematic and patient with his
readers. He does expect them to be mature mathematicians of that era, so he
passes lightly over some tedious details, and expects a pretty solid algebraic
background. In addition to translating to English, I’ve included a chapter
titled “What It’s All About” that gives a brief overview of the main concepts,
and I’ve interpolated some explanatory remarks when I thought it might help
contemporary students get past various bumps in the road. A reader at an
early stage of her education should be aware that these comments are intended
to provide some guidance and concrete sense of what is involved in reading
journal articles. For many students going beyond textbooks to the primary
literature is hard, and perhaps put off too long. The typical difficulties will
be confronted here in one of the gentlest possible settings.

The algebraic text is self contained, and it would be “logical” to read it in
its entirety before beginning FAC, but I can hardly imagine a less enjoyable
way to approach this material, or one that is more contrary to the spirit
of this project, which is to illuminate its various aspects by applying them in
meaningful contexts. The reader should be familiar with the five lemma before
starting FAC, but otherwise one can go quite a way into FAC before the results
in the preceeding text become important. At a certain point, however, Serre
cites results that are quite advanced. For almost everyone the best approach
will be to go back and forth, taking prior background and the interests of the
moment into account.

Classic papers have many advantages, in comparison with textbooks. In
addition to the presentation of the material itself, they open a window into the
mind of the author at that time, and through that into the surrounding math-
ematical landscape as leading researchers of the era saw it. In most areas of
research there are a few papers whose deep study is the main source of inspira-
tion for years of research activity, and there is something quite strained about
trying to learn about this research without studying its wellspring directly.
For algebraic geometry in particular, it is difficult to appreciate Mumford’s
or Hartshorne’s way of thinking without going back to Grothendieck, and in
turn Grothendieck’s work was in large part a matter of seizing the opportu-
nities opened up by FAC. Later authors of texts are always writing from the
point of view of an expert, which tends to smooth things out in various ways,
but it also creates a certain distance between the material and the research
that brought it into existence. In contrast, the author of the original paper is
writing from and for the mind of a beginner.

A real understanding of FAC involves much more than absorbing its logical
content. In several ways it stands at the midpoint of 20th century mathematics,
a culmination of developments in topology and complex analysis whose echoes
continue to resound.

From around the year 1900, largely beginning with the work of Poincaré,
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mathematics developed two methods of associating invariants with a well
enough behaved topological space, namely homotopy groups and what started
out as integers, such as the Euler characteristic and the Betti numbers, and
developed (largely due to the influence of Emmy Noether) Noether, Emmy
into homology-cohomology groups. In each case a continuous function in-
duces a homomorphism of the associated groups, functorially. Each of these
ways of associating a group with a space is, then, a collection of functors from
the category of “well enough behaved” topological spaces to the category of
groups. The most obvious application of this information is that it provides a
method of proving that two spaces are not homeomorphic, but it is important
in many other ways.

Naturally, an important goal is to compute the objects given by the theory.
This concern leads naturally to the investigation of the groups associated with
spaces constructed by combining given spaces in certain ways, and in various
cases the groups associated with the constructed space stand in certain alge-
braic relationships with the groups associated with the given spaces. Thus
the exploration of topological issues gave rise to a body of related, and seem-
ingly subordinate, algebraic theory. Incidentally, in 1954 Serre had become
the youngest ever recipient of the Fields Medal in recognition of contributions
to the theory of spectral sequences, which provide sophisticated computations
of this sort.

How homological algebra outgrew its topological origins is a curious story.
Both homotopy groups and homology/cohomology are invariant under homo-
topy: if f0, f1 : X → Y are continuous and homotopic, then they induce the
same homomorphisms of associated groups. A continuous function f : X → Y
is a homotopy equivalence if there is a continuous function g : Y → X such
that g ◦ f and f ◦ g are homotopic to the respective identities. If this is the
case, then f and g must induce inverse isomorphisms of the associated groups.

One key result of homotopy theory is that for any finitely presented group
G, there is a compact topological space that has G as it fundamental group,
and has all higher order homotopy groups vanishing. Moreover, any two such
spaces are homotopy equivalent. This means that we can start with any given
G, pass to a uniquely (up to homotopy equivalence) defined topological space,
and from there pass to the associated homology and cohomology groups. The
starting point and end result are algebraic structures, which suggests that this
process should have a purely algebraic description, and indeed, eventually such
a description was found. Similar developments occurred in the theory of Lie
algebras Lie algebra and the theory of associative algebras.

CE organized the algebraic aspects of homological algebra as a large body
of common methods, together with additional bodies of theory related to
each of the specific applications mentioned above. It was and still is credited
with transforming homological algebra from a somewhat scattered collection
of results and computational methods into an independent subject, drawing
motivation from several sources, but not subordinate to any one of them.
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A few years before FAC Weil (1949) had formulated certain conjectures
concerning the number of roots of certain systems of polynomial equations
over finite fields, establishing them in certain cases, and pointing out that
they would follow easily from a well behaved cohomology theory for algebraic
varieties over finite fields. Insofar as the geometric phenomenon analyzed
by cohomology are present also in the case of nonzero characteristic, such a
cohomology theory was seemingly a reasonable aspiration, but all the methods
for defining cohomology known at the time depended on the topology of the
real numbers. Weil’s work suggested the existence of geometric structures
governing arithmetic phenomena that were as yet entirely invisible.

Serre’s breakthrough was to show that a new approach to the definition
of cohomology was possible in algebraic geometry. Various definitions of ho-
mology and cohomology had been proposed for topological spaces in the pre-
ceeding decades, and the situation had recently been clarified by Eilenberg
and MacLane, who showed that they were (within some range of well behaved
spaces) all the same because they all satisfied a system of axioms that deter-
mined the theory completely. The axiom system describes the relationships
between the homology and cohomology groups of different spaces, and the ho-
momorphisms induced by continuous functions. In contrast, sheaf cohomology
works with a single fixed space and develops relationships between the coho-
mology groups of different sheafs on that space. It had recently become quite
influential in the theory of several complex variables and complex analytic
varieties, which was quite active at that time.

Shortly after the appearance of FAC it became clear that Serre’s coho-
mology could not be used to prove the Weil conjectures, but during the next
fifteen years the methods he pioneered were developed in great depth and
generality, particularly by Grothendieck and his colleagues. This resulted in
a radical reformulation of the foundations of algebraic geometry, which had
languished after the work of the Italian school had gone beyond what the
foundations of the subject at the time were able to support. Application of
these methods to a different cohomology theory pioneered by Grothendieck
led eventually to the complete verification of the Weil conjectures by Deligne
in 1972. The structures developed by Grothendieck are still the basis of work
in algebraic geometry, as well as arithmetic geometry.



Chapter A

Elements of Commutative Algebra

This chapter provides an introduction to commutative algebra. It presumes
very little background, and is logically self contained for anyone who has
absorbed the rudiments of linear algebra, groups, rings, and fields. It is just a
bit more than the minimal treatment of the subject required by the subsequent
chapters, which has the consequence that, although it is dense with important
topics and results, it is really only the skeleton of the subject, leaving out
numerous details and subsidiary results, as well as problems and other material
that would be part of any initial course. Whether it is self contained in
practice is a matter of the reader’s mathematical maturity; most beginners
will derive maximal benefit if they also study an introductory book such as
Atiyah and MacDonald’s Introduction to Commutative Algebra that provides
a more comprehensive coverage of the beginnings of the field.

A1 Rings and Modules

We fix once and for all a commutative ring with unit R. We always assume
that 1 6= 0, which is to say that R 6= {0}, unless the other possibility is
explicitly mentioned. Homomorphisms for such rings are always assumed to
map the multiplicative identity of the domain to the multiplicative identity of
the range.

A nonzero ring element r is:

• nilpotent, or a nilpotent, if there is an integer m such that rm = 0;

• a zerodivisor if there is a nonzero s ∈ R such that rs = 0;

• a unit if there is an s ∈ R such that rs = 1.

Note that a nilpotent is a zero divisor while a unit cannot be a zero divisor.
The set of units is evidently an abelian group with multiplication as the group
operation.

The ring R is:

• reduced if it has no nilpotents;

• an integral domain (or just a domain) if it has no zerodivisors;

• a field if its group of units is all of R \ {0}.

5
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Evidently an integral domain is reduced, and of course a field is an integral
domain.

An R-module is an abelian group M (whose group operation is written
additively) that is endowed with a scalar multiplication by elements of R such
that

1m = m, r(sm) = (rs)m, (r + s)m = rm+ sm, r(m+ n) = rm+ rn

for all r, s ∈ R and m,n ∈ M . If M and N are R-modules, a function
ϕ : M → N is an R-module homomorphism if it is a homomorphism of the
underlying abelian groups and ϕ(rm) = rϕ(m) for all r ∈ R and m ∈M . It is
easy to check that R-modules and their homomorphisms constitute a category.

IfM is an R-module, a subsetM ′ ⊂M is a submodule if it is a subgroup of
the underlying abelian group and rM ′ ⊂M ′ for all r ∈ R. In this circumstance
the quotient module is the quotient group M/M ′ endowed with the scalar
multiplication r(m + M ′) = rm + M ′; it is straightforward to check that
M/M ′ is an R-module.

We note two elementary isomorphisms.

Lemma A1.1. If L is an R-module and M and N are submodules, then

(L/N)/((M +N)/N) ∼= L/(M +N).

In particular, if N ⊂M , then (L/N)/(M/N) ∼= L/M .

Proof. The map x+N 7→ x+M+N is a surjective homomorphism from L/N
to L/(M +N), and its kernel is (M +N)/N .

Lemma A1.2. If M is an R-module with submodules M1 and M2, then

(M1 +M2)/M1
∼=M2/(M1 ∩M2).

Proof. The composition M2 →M1 +M2 → (M1 +M2)/M1 is surjective with
kernel M1 ∩M2.

A2 Ideals

Evidently R is itself an R-module; its submodules are called ideals. For the
most part R itself is not regarded as an ideal, but sometimes there arise
situations in which whether a submodule is proper is in doubt, in which case
we will use the phrase “proper ideal” to describe a submodule that is a proper
subset of R.

The verification of the following general fact requires only a bit of thought.

Lemma A2.1. If C is a nonempty set of ideals, then
⋂
I∈C I is an ideal.
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If S is any subset of R, the ideal generated by S is the smallest (not
necessarily proper) ideal containing S. In view of the result above, this is a
well defined concept. Alternatively, the ideal generated by S is the collection
of all finite sums r1s2 + · · ·+ rksk where r1, . . . , rk ∈ R and s1, . . . , sk ∈ S. If
S = {a1, . . . , ak} is finite, the ideal it generates is denoted by (a1, . . . , ak). An
ideal is principal if it is generated by a singleton.

If I1, . . . , Ik are ideals, then, by definition, I1 + · · ·+ Ik is the ideal

{ a1 + · · ·+ ak : a1 ∈ I1, . . . , ak ∈ Ik }

and I1 · · · Ik is the ideal generated by

{ a1 · · · ak : a1 ∈ I1, . . . , ak ∈ Ik }.

Evidently I1 · · · Ik ⊂ I1 ∩ · · · ∩ Ik.
The radical of an ideal I is

rad I = { r ∈ R : rm ∈ I for some integer m ≥ 1 }.

If r, s ∈ rad I, then r + s ∈ rad I because for sufficiently large m, every term
in the binomial expansion of (r+ s)m is in I. If r ∈ rad I and s is any element
of R, then sr ∈ rad I, obviously. Thus rad I is an ideal.

The ideal I is:

• radical if rad I = I;

• prime if ab /∈ I whenever a, b /∈ I;

• maximal if it is not a proper subset of another (proper) ideal.

Usually P will denote a prime ideal and m will denote a maximal ideal.
The R-module R/I is endowed with a multiplication defined by

(r + I)(s + I) = rs+ I.

It is easily checked that this definition does not depend on the choice of rep-
resentatives of cosets, and that it makes R/I a commutative ring with unit.
It is called the quotient ring of I.

Proposition A2.2. An ideal I is radical if and only if R/I is reduced, it is
prime if and only if R/I is an integral domain, and it is maximal if and only
if R/I is a field.

Proof. The assertions for radical and prime ideals are immediate consequences
of the definitions. Suppose I is maximal. If a + I was a nonzero element of
R/I that was not a unit, (a) + I would be an ideal that had I as a proper
subset, and that was proper because it did not contain 1, which is impossible.
Conversely, if every element of R/I is a unit, then (a) + I = R for every
a ∈ R \ I, so I is maximal.
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Corollary A2.3. A prime ideal is radical, and a maximal ideal is prime.

The next result, with S = {1}, implies that every ideal is contained in a
maximal ideal.

Proposition A2.4. If I is an ideal, S ⊂ R and I ∩ S = ∅, then the set I of
ideals that contain I and have empty intersection with S has an element that
is maximal, in the sense of not being properly contained in another element of
I.

Proof. A chain in I is a subset of I that is completely ordered by inclusion.
The union of the elements of a chain is easily seen to be an ideal, which of
course contains I and has empty intersection with S, so any chain has an
upper bound in I. Therefore Zorn’s lemma implies that I has a maximal
element.

If S ⊂ R and P is a prime that contains S, we say that P is minimal over
S if there is no prime that contains S and is properly contained in P .

Proposition A2.5. If a set S ⊂ R is contained in a prime ideal, then there
is a prime ideal that is minimal over S.

Proof. Let P be the set of prime ideals that contain S. By hypothesis P is
nonempty. Let P be the intersection of the elements of a chain in P. Of course
S ⊂ P . If r and s are ring elements that are not in P , then each of them
is outside of some element of the chain, and since the chain is completely
ordered, there is an element of the chain that contains neither of them, so
their product is also outside this element, and thus outside P . Therefore P is
prime. We have shown that any chain in P has a lower bound in P, so Zorn’s
lemma implies that P has a minimal element.

Zorn’s lemma is equivalent to the axiom of choice, so we see from these
results that commutative algebra cannot get off the ground outside of a version
of set theory that includes that axiom.

A multiplicatively closed subset of R is a set S ⊂ R that contains 1 and all
products st of elements s, t ∈ S, but does not contain 0. Important examples
include {1}, more generally {1, r, r2, . . .} for a nonnilpotent r, the group of
units, and R \ P , where P is a prime.

Proposition A2.6. If S is multiplicatively closed and I is an ideal that is
maximal among those that do not meet S, then I is prime.

Proof. Suppose, on the contrary, that a, b /∈ I and ab ∈ I. Then I+(a) meets
S, so there are i ∈ I and p ∈ R with i+ pa ∈ S, and similarly there are j ∈ I
and q ∈ R such that j + qb ∈ S. Then (i + pa)(j + qb) ∈ S ∩ I, contrary to
hypothesis.
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An R-algebra is a commutative ring with unit S that is an R-module. If
this is the case, then there is an ring homomorphism φ : R→ S taking r to r ·1
where 1 ∈ S is the multiplicative identity element. Conversely, if φ : R→ S is
a ring homomorphism, then the scalar multiplication (r, s) 7→ φ(r)s makes S
into an R-module. If I ⊂ R is an ideal, then the ideal generated by φ(I) is the
extension of I, and if J ⊂ S is an ideal, the ideal φ−1(J) is the contraction of
J . (This terminology easily becomes ambiguous in complex settings, and we
will usually not use it, but the reader should know it.)

Suppose that I is an ideal of R and J is an ideal of S. The definitions
immediately imply that I is a subset of the contraction of its extension, and
that J contains the extension of its contraction. If I is the contraction of
J , then the contraction of its extension is a subset of I because it is the
contraction of the extension of the contraction of J . Similarly, if J is the
extension of I, then it a superset of the extension of its contraction. Thus:

Lemma A2.7. An ideal of R is the contraction of an ideal of S if and only
if it is the contraction of its extension, and an ideal of S is the extension of
an ideal of R if and only if it is the extension of its contraction.

If J is prime, then its contraction is prime, obviously.

Proposition A2.8. If a prime P of R is the contraction of an ideal of S,
then the set of ideals of S that contract to P has a maximal element, and any
such maximal element is prime.

Proof. Let U = R \ P . The extension of P contracts to P , so it does not
meet φ(U), and Proposition A2.4 gives a maximal ideal Q among those that
contain φ(P ) and do not meet φ(U). Since P is prime, U is a multiplicative
subset of R, so φ(U) contains φ(1) = 1 and all products of its elements. Also,
0 /∈ φ(U) because the complement of φ(U) contains an ideal. Thus φ(U) is a
multiplicative subset of S, so Q is prime by Proposition A2.6.

The nilradical of R is rad (0). In view of the following result it is the
intersection of the minimal prime ideals.

Corollary A2.9. For any ideal I, rad I is the intersection of the primes that
are minimal over I.

Proof. It is enough to show that rad I is the intersection of the primes that
contain I, because Proposition A2.5 implies that each such prime contains a
minimal such prime. Obviously any prime that contains I must contain rad I.
On the other hand, if r is not in the radical of I, then Proposition A2.4 and
the last result give a prime ideal P that contains I and is maximal among
those that do not meet {1, r, r2, . . .}.
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We can also say something now about the set of zerodivisors. There will
be a more precise characterization later, in connection with the study of as-
sociated primes.

Lemma A2.10. If R is reduced, then every zerodivisor is contained in a
minimal prime.

Proof. Suppose x is a zero divisor, say xy = 0 and y 6= 0. Since R is reduced,
its nilradical is (0), so the last result implies that y is outside some minimal
prime P . Since xy ∈ P , x must be an element of P .

The intersection of all of the maximal ideals of R is an important ideal
called the Jacobson radical of R. It has the following concrete description.

Proposition A2.11. The Jacobson radical of R is the set of x ∈ R such that
for all y ∈ R, 1− xy is a unit.

Proposition A2.12. The Jacobson radical of R is the set of x ∈ R such that
for all y ∈ R, 1− xy is a unit.

Proof. Suppose that x is an element of the Jacobson radical. If, for some y,
1 − xy was not a unit, then (1 − xy) would be a proper ideal, and would be
contained in some maximal ideal m. Since x is in the Jacobson radical, x ∈ m

and thus 1 ∈ m, which is impossible.
If x is not in the Jacobson radical, then it is outside some maximal ideal

m. Maximality implies that m + (x) = R, so r + xy = 1 for some r ∈ m and
y ∈ R, and 1− xy is not a unit because it is an element of m.

The ring R is local if it has a unique maximal ideal m. If this is the case,
k = R/m is called the residue field of R. Local rings are extremely important
in algebraic geometry, and will be prominent in our work. It is annoying
to have to reintroduce the maximal ideal and the residue field whenever one
works with a local ring. Many authors deal with this by defining a local ring
to be a triple (R,m, k), but this is cumbersome in its own way, and would
clash with our approach in which R is simply present at all times. Instead
we adopt the convention that whenever R is local, it is automatically the case
(i.e., it goes with saying) that m is its maximal ideal and k is its residue field.
The reader should be warned that m will often denote a maximal ideal when
R is or may not be local.

Since the Jacobson radical of a local ring is the unique maximal ideal, the
following result can easily be applied, and in fact it is invoked quite frequently.

Theorem A2.13 (Nakayama’s Lemma). Suppose M is a finitely generated R-
module and I is an ideal contained in the Jacobson radical of R. If IM =M ,
then M = 0. If the images of x1, . . . , xn ∈ M in M/IM generate it as an
R-module, then x1, . . . , xn generate M .
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Proof. Suppose that M is generated by x1, . . . , xn, but not by fewer gener-
ators. Then Ix1, . . . , Ixn also generate M , so xn = a1x1 + · · · + anxn for
some a1, . . . , an ∈ I. Since I is contained in the Jacobson radical, 1− an is a
unit, and if b(1−an) = 1, then xn = ba1x1+ · · · ban−1xn−1, which contradicts
minimality unless n = 1, and even when n = 1 we have (1 − a1)x1 = 0 and
thus x1 = 0, i.e., M = 0.

For the second assertion let M ′ =
∑

iRxi and N =M/M ′. By hypothesis
M ′ + IM =M , so Lemma A1.1 gives

N/IN = (M/M ′)/(IM +M ′/M ′) =M/(IM +M ′) =M/M = 0.

Now the first assertion implies that N = 0, so M ′ =M .

Corollary A2.14. If I is an ideal contained in the Jacobson radical, M is a
finitely generated R-module, and N is a submodule of M such that IM +N =
M , then N =M .

Proof. Since I(M/N) = (IM+N)/N =M/N , the claim follows from Nakayama’s
lemma applied to M/N .

SupposeR is local andM is a finitely generated R-module. ThenM/mM is
annihilated by m, so it may be regarded as a vector space over k. A particularly
important example is m/m2. Via the following result, one can sometimes use
facts of linear algebra to prove that a collection of elements is a system of
generators for a module.

Proposition A2.15. Suppose R is local and M is an R-module.

(a) If the images of x1, . . . , xn ∈ M in M/mM are a basis of this vector
space, then x1, . . . , xn is a system of generators for M .

(b) If x1, . . . , xn is a minimal system of generators of M , then their images
x̃1, . . . , x̃n are a basis of M/mM .

Proof. (a) Let N be the submodule generated by x1, . . . , xn. The composition
N → M → M/mM maps N onto M/mM , so N + mM = M , and the last
result gives N =M .

(b) Since x̃1, . . . , x̃n span M/m, if they were not a basis there would be
some proper subset that was a basis, and by (a) their preimages would be a
system of generators of M , contrary to minimality.

A3 The Cayley-Hamilton Theorem

Most people learn Cramer’s rule, at a very early stage of their education, as a
formula for the inverse of a nonsingular matrix. In a ring one cannot always
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divide by the determinant, but the determinant of a matrix is still defined,
and the principle underlying Cramer’s rule is valid and important.

LetM be an R-module, and let ϕ :M →M be a homomorphism. There is
an R-algebra whose elements are the endomorphisms ofM that are polynomial
functions of 1M and ϕ, with coefficients in R. In this ring the product of two
endomorphisms is defined to be their composition.

Theorem A3.1 (Cayley-Hamilton Theorem). Suppose M is generated by
m1, . . . ,mn, I is a (possibly improper) ideal of R, and ϕ(M) ⊂ IM . Then
there is a monic polynomial p(x) = xn+ p1x

n−1 + · · ·+ pn with pj ∈ I
j for all

j such that p(ϕ) = 0.

Proof. The hypotheses imply that for each i there are ai1, . . . , ain ∈ I such
that ϕ(mi) =

∑
j aijmj. We will work in the space of n × n matrices whose

entries are elements of the ring of endomorphisms generated by 1M and ϕ.
Let C = (cij) be the matrix

C =



a111M − ϕ · · · a1n1M

...
. . .

...
an11M · · · ann1M − ϕ


 .

Evidently Cm = 0 where m = (m1, . . . ,mn) ∈M
n.

Let p(ϕ) = det(C). The formula for the determinant as a sum over permu-
tations implies that the coefficients of p lie in the asserted ideals. The adjugate
or classical adjoint of C is the n× n matrix D with entries

dij =
∑

σ∈Sn,σ(i)=j

sgn(σ)cσ(1)1 · · · cσ(i−1)i−1 · 1M · cσ(i+1)i+1 · · · cσ(n)n.

Cramer’s rule boils down to the formulaDC = det(C)I where I is the diagonal
matrix whose diagonal entries are all 1M . (The proof of Cramer’s rule is left
as an exercise because it is just a straightforward, bulky, and uninformative
computation that is valid when the entries are from any commutative ring.)
Therefore 0 = DCm = p(ϕ)m. That is, p(ϕ)mj = 0 for all j, so p(ϕ) = 0
because m1, . . . ,mn generate M .

Corollary A3.2. If M is a finitely generated R-module, I is an ideal of R,
and IM =M , then there is an a ∈ I such that am = m for all m ∈M .

Proof. If we take ϕ = 1M in the last result we arrive at the formula

(1 + p1 + · · ·+ pn)1M = 0,

where p1, . . . , pn ∈ I, so we can set a = −(p1 + · · ·+ pn).

Corollary A3.3. If M is a finitely generated R-module and f :M →M is a
surjective homomorphism, then f is an isomorphism.
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Proof. In the obvious way we regard M as an R[f ]-module. By assumption
(f)M = M , so the last result implies that 1M ∈ (f), which is to say that
there is a g ∈ R[f ] such that gf = 1M .

Corollary A3.4. If x1, . . . , xn ∈ Rn generate Rn, then they generate Rn

freely.

Proof. The map (r1, . . . , rn) 7→ r1x1 + · · ·+ rnxn is surjective by assumption,
so it is also injective.

When R is local we can say a bit more.

Corollary A3.5. If R is local, M is a finitely generated R-module, x1, . . . , xn
and y1, . . . , yn are minimal systems of generators of M , xi =

∑
j aijyj, and A

is the matrix with entries aij , then the determinant of A is a unit in R, so A
is invertible.

Proof. Let x̃i and ỹj be the images of xi and yj in M/mM , let ãij be the
image of aij in k, and let Ã be the matrix with entries ãij . Then x̃1, . . . , x̃n
and ỹ1, . . . , ỹn are bases of M/mM (Proposition A2.15) so the determinant
of Ã is nonzero, and is the image in k of the determinant of A, which is
consequently a unit because it is not an element of m. Now Cramer’s rule
computes the inverse of A.

A4 Noetherian and Artinian Rings and Modules

An R-module M is Noetherian if it satisfies the ascending chain condition:
every increasing sequence of submodules M0 ⊂ M1 ⊂ M2 ⊂ · · · is eventually
constant. The terminology honors Emmy Noether, who first demonstrated
that this condition could be used to simplify and generalize material that had
previously been treated using what is now known as “elimination theory.”

In addition to the definition, there are two other formulations of the con-
dition that are applied frequently.

Lemma A4.1. For an R-module M the following are equivalent:

(a) M is Noetherian.

(b) Every nonempty set of submodules of M has a maximal element.

(c) Every submodule of M is finitely generated.

Proof. If (b) fails one can easily construct an infinite ascending chain, so
(a) implies (b). If (b) holds and N is a submodule, then the set of finitely
generated submodules of N has a maximal element, which clearly must be
N itself (otherwise we could expand it by adding one more generator) so (b)
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implies (c). If (c) holds and M1 ⊂ M2 ⊂ · · · is an increasing sequence of
submodules, then

⋃
iMi is a submodule, which is finitely generated, so it

must be some Mn. Thus (c) implies (a).

The module M is Artinian if it satisfies the descending chain condition:
every descending sequence of ideals M0 ⊃ M1 ⊃ M2 ⊃ · · · is eventually
constant. This piece of terminology honors Emil Artin. For Artinian modules
there is a slightly simpler result, whose proof should be obvious.

Lemma A4.2. For an R-module M the following are equivalent:

(a) M is Artinian.

(b) Every nonempty set of submodules of M has a minimal element.

We say that R itself is Noetherian or Artinian if it is a Noetherian or
Artinian R-module, which means that its ideals satisfy the ascending or de-
scending chain condition. Eventually we will see that Artinian rings and
modules are much more special, and much less important, than Noetherian
rings and modules, but for the time being it is logically efficient to treat them
in parallel.

A composition L
f✲ M

g✲ N of R-module homomorphisms is exact at
M if the image of f is the kernel of g. A short exact sequence is a composition

0→ L
f✲ M

g✲ N → 0

that is exact at L, M , and N . That is, in addition to being exact at M , f
is injective and g is surjective. Whenever g : M → N is surjective there is
a short exact sequence 0 → Ker(g) → M → N → 0. Whenever f : L → M
is injective (in particular, if L is a submodule of M) there is a short exact
sequence 0 → L → M → M/Im(f) → 0. When 0 → L → M → N → 0 is
exact we will often identify L with its image in M .

Lemma A4.3. If 0 → L
f✲ M

g✲ N → 0 is a short exact sequence
of R-modules, M ′ is a submodule of M , f(L) ⊂ M ′, and g(M ′) = N , then
M ′ =M .

Proof. We regard L as a submodule of M and identify N with M/L. Then
M/L = M ′/L, so any m ∈ M is m′ + ℓ for some m′ ∈ M ′ and ℓ ∈ L, and
consequently m ∈M ′ + L =M ′. Thus M =M ′.

Proposition A4.4. If 0 → L → M → N → 0 is a short exact sequence of
R-modules, then M is Noetherian (Artinian) if and only if L and N are both
Noetherian (Artinian).
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Proof. An ascending sequence in L maps injectively into an ascending se-
quence in M . The preimages of the modules in a strictly ascending sequence
in N are a strictly ascending sequence in M . Thus if M is Noetherian, then
so are L and N .

Suppose that L and N are Noetherian. Let M0 ⊂ M1 ⊂ M2 ⊂ · · · be an
ascending sequence of submodules of M . For each j let Lj be the preimage of
Mj in L, and let Nj be the image ofMj in N ; clearly 0→ Lj →Mj → Nj → 0
is a short exact sequence. Since the sequences L0 ⊂ L1 ⊂ L2 ⊂ · · · and
N0 ⊂ N1 ⊂ N2 ⊂ · · · are eventually constant, Lemma A4.3 implies that
M0 ⊂M1 ⊂M2 ⊂ · · · is eventually constant.

The proof for Artinian modules is the same except that there are descend-
ing sequences of modules.

Corollary A4.5. If M1, . . . ,Mn are Noetherian (Artinian) R-modules, then
M1 ⊕ · · · ⊕Mn is Noetherian (Artinian).

Proof. This follows by induction on n, with the induction step being the ap-
plication of the last result to 0→Mn → ⊕

n
i=1Mi → ⊕

n−1
i=1Mi → 0.

Proposition A4.6. If R is Noetherian (Artinian) and M is a finitely gener-
ated R-module, then M is Noetherian (Artinian).

Proof. There is an exact sequence 0 → K → Rn → M → 0. By the last
result Rn is Noetherian (Artinian) so the preceeding result implies that M is
Noetherian (Artinian).

An R-module M is finitely presented if there is an exact sequence

Rq → Rp →M → 0

for some integers p and q. In view of the importance of this condition in
sheaf theory, one might expect it to be quite prominent. However, its explicit
appearances are infrequent because in the most important settings it is a
consequence of finite generation:

Proposition A4.7. If R is Noetherian and M is an R-module, then the
following are equivalent:

(a) M is finitely generated;

(b) M is finitely presented;

(c) M is Noetherian.

Proof. The last result and Lemma A4.1 imply that (a) and (c) and equivalent,
and of course (b) implies (a). If M is finitely generated there is an exact se-
quence 0→ K → Rp →M → 0, and Rp andK are Noetherian by virtue of the
lemmas above. In particular, K is finitely generated, so there is a surjection
Rq → K whose composition with K → Rp achieves finite presentation.
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A submodule M ′ of an R-module M is irreducible if it is not the intersec-
tion of two submodules which each contain it strictly.

Lemma A4.8. If M is a Noetherian R-module, then each of its submodules
is a finite intersection of irreducible submodules.

Proof. If the set of submodules that are not finite intersections of irreducible
submodules is nonempty, then it has a maximal element M ′. Since M ′ is not
itself irreducible, it is the intersection of two submodules that each contain it
strictly. Each of these is a finite intersection of irreducible submodules, so M ′

is also such an intersection, but of course this is a contradiction.

The representation of M ′ as an intersection of irreducible modules need
not be unique. For example, a linear subspace of a finite dimensional vector
space can be the intersection of codimension one subspaces in many ways. For
ideals one can say somewhat more.

Lemma A4.9. A prime ideal P is irreducible.

Proof. If P = I ∩ J , where I and J are distinct ideals that contain P strictly,
then for any a ∈ I \ P and b ∈ J \ P we have ab ∈ P , contradicting primality.

The following basic fact was first pointed out by Emmy Noether.

Proposition A4.10. If R is Noetherian, any ideal of R has finitely many
primes that are minimal over it.

Proof. If the set of ideals with infinitely many minimal primes is nonempty,
there is a maximal element I. Of course I cannot be prime, so there are
a, b ∈ R \ I with ab ∈ I. Any prime that contains I contains ab, so it must
contain either a or b because it is prime. Therefore a minimal prime over I is
minimal over either I + (a) or I + (b), and by construction there are finitely
many such primes.

We now have the following refinement of Corollary A2.9.

Proposition A4.11. If R is Noetherian, then a radical ideal I is the inter-
section of the primes that are minimal over it, which are finite in number, and
this is the unique representation of I as a minimal (in the sense that no ideal
can be omitted) intersection of prime ideals.

Proof. Let P1, . . . , Pk be the primes that are minimal over I. Corollary A2.9
implies that

⋂
i Pi = I. Let I = Q1 ∩ · · · ∩ Qℓ be a representation of I as an

intersection of prime ideals. If some Pi is not among the Qj, then, because Pi
is minimal over I, for each j there is some rj ∈ Qj \Pi, and r1 · · · rℓ ∈ I ⊂ Pi,
contradicting the primality of Pi.
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Clearly a field is both Noetherian and Artinian. The ring K[X1, . . . ,Xn]
of polynomials in the variables X1, . . . ,Xn with coefficients in a field K is
Noetherian by virtue of repeated applications of the following famous result.
In general, if f = adX

d + · · · + a1X + a0 ∈ R[X] is a univariate polynomial
with ad 6= 0, the degree indexdegree of a polynomial of f is d and the leading
coefficient of f is ad. (The leading coefficient of 0 ∈ R[X] is zero, and a
common convention is that its degree is −1, but we will not rely on that.)

Theorem A4.12 (Hilbert Basis Theorem). If R is Noetherian, then the poly-
nomial ring R[X] is Noetherian.

Proof. Let I be an ideal in R[X], and let J be the set of leading coefficients
of elements of I. It is easy to see that J is an ideal, and that for each
d = 0, 1, 2, . . . the set Jd of leading coefficients of elements of I of degree ≤ d
is also an ideal. Since R is Noetherian, each Jd is generated by the leading
coefficients of finitely many elements of I of degree ≤ d, say fd1, . . . , fdnd .
Multiplying by a power of X, we may arrange for the degree of each fdi to be
exactly d. Since J0 ⊂ J1 ⊂ J2 ⊂ · · · and

⋃
d Jd = J , there is some d such that

Jd = J .
We claim that I is the ideal I ′ generated by {fdi}0≤d≤d, 1≤i≤nd . Aiming at a

contradiction, let g be an element of I\I ′ of least degree d0. For d = min{d0, d}
there are c1, . . . , cnd ∈ R such that the leading coefficient of c1fd1+· · ·+cndfdnd
is the same as the leading coefficient of g. Therefore

g −Xd0−d(c1fd1 + · · ·+ cndfdnd)

is an element of I \ I ′ of degree less than d0, contradicting the choice of g.

A5 Localization

Localization is a method of defining rings of fractions. In the most common
applications in algebraic geometry these are rings of germs of rational func-
tions, each of which is defined in some neighborhood of a given set.

Let S be a multiplicatively closed subset of R. (Recall that this means
that 1 ∈ S ⊂ R and st ∈ S for all s, t,∈ S.) If M is an R-module, S−1M is
the set of equivalence class of symbols of the form m/s where m ∈M , s ∈ S,
and m/s and n/t are equivalent if there is a u ∈ S such that u(tm− sn) = 0.
Addition and multiplication by elements in R are defined by the formulas

m

s
+
n

t
=
tm+ sn

st
and a ·

m

s
=
am

s
.

These definitions do not depend on the choice of representatives: if m′

s′ = m
s ,

so that u(m′s−ms′) = 0 for some u ∈ S, then tm′+s′n
s′t = tm+sn

st and am′

s′ = am
s

because

u
(
st(tm′ + s′n)− s′t(tm− sn)

)
= t2u(sm′ − s′m) = 0
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and

u(sam′ − s′am) = au(sm′ − s′m) = 0.

Thus S−1M is an R-module.

Multiplication in S−1R is defined by the formula

a

s
·
b

t
=
ab

st
.

Again, if u(sa′ − s′a) = 0, then a′b
s′t =

ab
st because

u(st(a′b)− s′t(ab)) = tbu(sa′ − s′a) = 0.

Evidently S−1R is a commutative ring with unit. With the scalar multiplica-
tion

a

s
·
m

t
=
am

st
,

S−1M is also an S−1R-module. (The proof that this multiplication is inde-
pendent of the choice of representatives is left as an exercise.) In fact the ring
homomorphism r 7→ r

1 makes S−1R into an R-algebra.

If f : M → N is an R-module homomorphism, then there is a S−1R-
module homomorphism S−1f : S−1M → S−1N given by

S−1f(m/s) = f(m)/s.

If g : N → P is a second homomorphism, then S−1(g ◦ f) = S−1g ◦ S−1f ,
obviously, so the formation of fractions with denominators in S is a functor.

Proposition A5.1. If M
f✲ N

g✲ P is exact, then

S−1M
S−1f✲ S−1N

S−1g✲ S−1P

is exact.

Proof. This has two parts: (a) S−1g◦S−1f = S−1(g◦f) = 0; (b) if S−1g(n/t) =
g(n)/t = 0, then there is u ∈ S such that 0 = ug(n) = g(un), so un = f(m)
for some m ∈M , and S−1f(m/tu) = un/tu = n/t.

If Q is a second ring, a functor F from the category of R-modules to the
category of Q-modules is exact if

F (L)
F (f)✲ F (M)

F (g)✲ F (N)

is exact whenever L
f✲ M

g✲ N is exact. Dressed up as abstract nonsense,
Proposition A5.1 asserts thatM 7→ S−1M is an exact functor from R-modules
to S−1R-modules.
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Corollary A5.2. IfM is a submodule of N , then S−1N/S−1M and S−1(N/M)
are isomorphic.

Proof. Apply the last result to 0→M → N → N/M → 0.

A similar situation arises in algebraic geometry. One may pass from a
ring of germs of continuous functions at a point to the restrictions of the
germs to a subdomain containing that point, then form the quotient ring with
the restricted germs that do not vanish at that point as the denominators.
Alternatively, one may first form the ring of quotients of germs, then pass to
the restrictions of the quotients to the subdomain. For actual functions the
two procedures obviously give the same result, but when we are dealing with
ring elements that are thought of as “representing” functions this becomes an
isomorphism. Suppose that I is an ideal that does not meet S. Let S/I =
{ s+ I : s ∈ S } ⊂ R/I. This is a multiplicative subset of R/I.

Proposition A5.3. (S/I)−1(R/I) ∼= S−1R/S−1I.

Proof. We first show that the map r+I
s+I 7→

r
s + S−1I is well defined. We have

r+I
s+I = r′+I

s′+I if and only if there is a t+ I ∈ S/I such that

(t+ I)
(
(r + I)(s′ + I)− (r′ + I)(s + I)

)
= 0,

which boils down to there being a t ∈ S such that t(rs′ − r′s) ∈ I. On the
other hand r

s +S−1I = r′

s′ +S−1I if and only if there are i ∈ I and t ∈ S such

that r
s −

r′

s′ =
i
t . If this is the case, then t(rs

′− r′s) ∈ I, and if there is a t ∈ S

such that t(rs′ − r′s) ∈ I, then r
s −

r′

s′ =
t(rs′−r′s)

tss′ ∈ S−1I.

Specializing this reasoning, we see that r+I
s+I = 0+I

1+I if and only if there is a

t ∈ S such that tr ∈ I, which is the case if and only if rs + S−1I = 0
1 + S−1I.

Thus the map is injective, and it is obviously surjective.

The functor S−1 preserves images and kernels. Proposition A5.5 below
may be understood as asserting that “localization commutes with homology.”

Lemma A5.4. If ϕ :M → N is an R-module homomorphism, then Im S−1ϕ =
S−1(Im ϕ) and Ker S−1ϕ = S−1(Ker ϕ).

Proof. That Im S−1ϕ = S−1(Im ϕ) follows immediately from the definition
of S−1ϕ, and the containment S−1(Ker ϕ) ⊂ Ker S−1ϕ is also immediate. If
m/r ∈ Ker S−1ϕ, then ϕ(m)/r = 0 ∈ S−1N , so there is some s ∈ S such
that sϕ(m) = 0, but this implies that ϕ(sm) = 0, so that m/r = sm/sr ∈
S−1(Ker ϕ). Therefore Ker S−1ϕ ⊂ S−1(Ker ϕ).

Proposition A5.5. IfM
f✲ N

g✲ P is a composition of homomorphisms
with g ◦ f = 0, then Ker S−1g/Im S−1f = S−1(Ker g/Im f).



20 CHAPTER A. ELEMENTS OF COMMUTATIVE ALGEBRA

Proof. The exactness of localization implies that

0→ S−1Im f → S−1Ker g → S−1(Ker g/Im f)→ 0

is exact. Combining this with the last result gives

S−1(Ker g/Im f) ∼= S−1Ker g/S−1Im f ∼= Ker S−1g/Im S−1f.

We now study the ideals of S−1R. If I is an ideal of R and r ∈ R, let

(I : r) = { a ∈ R : ar ∈ I }.

Evidently (I : r) is an ideal that contains I. If a ∈ (I : s) and b ∈ (I : t), then
a+ b ∈ (I : st), so

⋃
s∈S(I : s) is an ideal. Note that I is prime precisely when⋃

r∈R(I : r) = I.
The next result gives a bijection between the ideals of S−1R and the ideals

I ⊂ R that do not meet S and satisfy I =
⋃
s∈S(I : s), i.e., (I : s) = I for

all s ∈ S. This bijection restricts to a bijection between the respective prime
ideals.

Proposition A5.6. Let ϕ : r 7→ r/1 be the natural map from R to S−1R.

(a) If I is an ideal of R that does not intersect S, then S−1I is an ideal of
S−1R.

(b) If I is an ideal of R, then ϕ−1(S−1I) =
⋃
s∈S(I : s).

(c) If J is an ideal of S−1R, then ϕ−1(J) is an ideal of R that does not
intersect S, and S−1ϕ−1(J) = J .

(d) If P is a prime of R that does not intersect S, then S−1P is prime, and
ϕ−1(S−1P ) = P .

(e) If Q is a prime of S−1R, then ϕ−1(Q) is prime.

Proof. (a) Using the definitions of addition and multiplication in S−1R, it is
simple to check that S−1I is an ideal. It is a proper ideal because it cannot
contain 1/1: if ir/s = 1/1, then t(ir − s) = 0 for some t ∈ S, so that
tir = st ∈ I ∩ S.

(b) If a ∈ ϕ−1(S−1I), then ϕ(a) = i/s for some i ∈ I and s ∈ S, which
means that t(as − i) = 0 for some t ∈ S, so a ∈ (I : st). On the other hand,
if a ∈ (I : s), then ϕ(a) = as/s ∈ S−1I.

(c) Of course ϕ−1(J) is an ideal. There cannot be an s ∈ ϕ−1(J) ∩ S,
because then J would contain ϕ(s) · 1/s = 1/1. Clearly S−1ϕ−1(J) ⊂ J . For
the reverse inclusion observe that if j/s ∈ J , then j/1 ∈ J so j ∈ ϕ−1(J) and
thus j/s ∈ S−1ϕ−1(J).
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(d) If a, b /∈ P and a/s · b/t = i/u for some s, t, u ∈ S and i ∈ P , then
there is v ∈ S such that vuab = vsti ∈ P , which is impossible. Therefore
S−1P is prime. Since P is prime, (P : s) = P for all s ∈ S, so (b) gives
ϕ−1(S−1P ) = P .

(e) If Q is prime, then so is ϕ−1(Q) because the preimage of a prime ideal
under a ring homomorphism is always prime.

In particular, (c) gives an inclusion preserving bijection between the ideals
of S−1R and a subset of the set of ideals of R, so:

Corollary A5.7. If R is Noetherian, then so is S−1R.

One common application of localization is the formation of the ring

R[x−1] = {1, x, x2, . . .}−1R

where x is not nilpotent. But by far the most important application of lo-
calization occurs when P is a prime ideal of R and S = R \ P . We write
RP and MP in place of (R \ P )−1R and (R \ P )−1M . When ϕ : M → N is
an R-module homomorphism we write ϕP in place of (R \ P )−1ϕ. If R is an
integral domain, R(0) is called the field of fractions of R, and will sometimes
be denoted by K(R). The map r 7→ r/1 allows us to regard R as a subring of
K(R).

In view of Proposition A5.6 the ideals of RP are precisely the ideals IP =
{ i/s : i ∈ I, s ∈ R \ P } where I is an ideal contained in P , and the prime
ideals are precisely the QP where Q is a prime contained in P . In particular,
PP is the unique maximal ideal, so RP is a local ring.

From topology we are familiar with a number of important properties
that are “local,” insofar as they hold in a space if and only if they hold in
a neighborhood of each point. There will be a number of such properties of
R-modules, of which the following is perhaps the most basic.

Lemma A5.8. If M is an R-module, m ∈ M , and m goes to zero in each
localization Mm at a maximal ideal, then m = 0. Consequently M = 0 if and
only if Mm = 0 for every maximal ideal m.

Proof. Suppose m 6= 0, and let I be the annihilator of m. Since I does not
contain a unit, it is a proper ideal, and is contained in some maximal ideal m.
Since m contains I, there is no a ∈ R \m such that am = 0, so m does not go
to zero in Mm.

Since localization preserves images and kernels, this implies that:

Lemma A5.9. An R-module homomorphism ϕ : M → N is injective (sur-
jective, bijective) if and only if, for each maximal ideal m, ϕm is injective
(surjective, bijective).
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A6 Tensor Products

Let M and N be R-modules. A function ψ : M × N → P , where P is
a third R-module, is bilinear if, for all m ∈ M and n ∈ N , the functions
ψ(m, ·) : N → P and ψ(·, n) : M → P are R-module homomorphisms. We
can let ψM = ψ(·, 0) and ψN = ψ(0, ·), or equivalently, we may be given R-
module homomorphisms ψM : M → P and ψN : N → P , after which we can
set ψ = ψM ×ψN . The tensor product is a construction that handles bilinear
functions systematically.

Let F be the free R-module with M ×N as its set of generators. As a set,
the tensor product M ⊗R N is the set of equivalence classes of elements of F
induced by the transitive closure of the three relations

(m1 +m2, n) = (m1, n) + (m2, n), (m,n1 + n2) = (m,n1) + (m,n2),

r(m,n) = (rm, n) = (m, rn).

What this means precisely is that M ⊗RN = F/E where E is the submodule
of F generated by all elements of the forms

(m1 +m2, n)− (m1, n)− (m2, n), (m,n1 + n2)− (m,n1)− (m,n2),

r(m,n)− (rm, n), r(m,n)− (m, rn).

The equivalence class or coset of (m,n) is denoted bym⊗n, or perhapsm⊗Rn
if more than one ring is under consideration.

This is a quite cumbersome and tedious construction, and it turns out
that a categorical perspective provides a much simpler method of handling
tensor products. Since the concepts are quite important, and they illustrate
the nature and use of categorical notions, we are going to address this in a
rather leisurely fashion.

To begin with we consider products of sets. Let X and Y be sets, and let
pX : X × Y → X and pY : X × Y → Y be the standard projections. If S is
a set and fX : S → X and fY : S → Y are functions, then there is a unique
function f : S → X × Y such that the following diagram commutes.

S

X × Y
pY

✲

f

✲

Y

fY

✲

X

pY

❄

f
X

✲
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In fact the cartesian product X ×Y is uniquely defined, up to unique isomor-
phism, by the fact that for any S, fX , and fY there is a unique f making this
diagram commute. For any category C, a product of objects X and Y is an
object X × Y such that for any object S and morphisms fX : S → X and
fY : S → Y , there is a unique morphism f : S → X×Y such that this diagram
commutes. For example, the product of R-modules M and N is, obviously,
their cartesian product, endowed with its natural R-module structure.

The phrase ‘up to unique isomorphism’ may seem disturbing, but blurring
the distinction between identity of R-modules and canonical isomorphism is
actually liberating. In fact such blurring pervades commutative algebra, to
such an extent that it very frequently goes unmentioned, and the reader should
start to get used to it.

In category theory, whenever the construction of a “whatever” is defined
by the ability to complete a particular diagram, the construction of a “cowhat-
ever” is defined by the ability to complete the same diagram with all arrows
reversed. Thus an object Z, with morphisms qX : X → Z and qY : Y → Z, is
the coproduct of X and Y if, for any object S and morphisms gX : X → S and
qY : Y → S, there is a unique morphism g : Z → S such that the following
diagram commutes.

S

X × Y ✛
qY

✛

g

Y

✛

gY

X

qY

✻

✛

g
X

For sets, and also for topological spaces, the coproduct of two objects is their
disjoint union, which seems pretty uninteresting.

But the coproduct of R-modules M and N is M ⊗R N ! There is a map

φ :M ×N →M ⊗R N, φ(m,n) = m⊗ n,

which is obviously bilinear. (To make things a bit more compact, we work
with a bilinear φ rather than homomorphisms φM : M → M ⊗R N and
φN : N → M ⊗R N , and similarly for ψ below.) If κ : M ⊗R N → P is a
homomorphism, where P is a third R-module, then κ◦φ is bilinear. For every
R-bilinear ψ :M ×N → P there is a unique homomorphism κ :M⊗RN → P
such that ψ = κ ◦φ, namely the one satisfying κ(m⊗n) = ψ(m,n). (To show
that κ is a well defined R-homomorphism observe that E is in the kernel of
the obvious homomorphism F → P .) These properties characterize the tensor
product up to unique isomorphism:
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Proposition A6.1. If B is an R-module and φ′ : M ×N → B is a bilinear
function such that, whenever ψ′ : M × N → P ′ is bilinear, there is a unique
R-module homomorphism κ′ : B → P ′ such that κ′ ◦ φ′ = ψ′, then B is
canonically isomorphic to M ⊗R N .

Proof. Setting P = B in the preceeding discussion and B′ =M ⊗R N , κ and
κ′ are inverse isomorphisms.

Instead of working with the explicit construction of the tensor product, it
is usually much easier to work with the characterization given by this result.
For example, this approach does much to simplify the presentation of the basic
properties of the tensor product:

Lemma A6.2. The tensor product is commutative, associative, and distribu-
tive with respect to direct sums: (

⊕
i∈IMi)⊗RN =

⊕
i∈IMi⊗RN . In addition

R acts as an identity element: R⊗RM =M .

Proof. To prove commutativity, consider the map φ : (m,n) 7→ n ⊗ m ∈
N ⊗RM . This is evidently bilinear, and if ψ : M × N → P is bilinear, then
there is a unique homomorphism κ : N ⊗R M → P such that ψ = κ ◦ φ,
namely the one satisfying κ(n ⊗m) = ψ(m,n).

Now let φ : (
⊕

iMi) × N →
⊕

iMi ⊗ N be (
∑

imi, n) 7→
∑

imi ⊗ n. If
ψ : (

⊕
IMi)×N → P is bilinear, then ψ = κ◦φ where κ : mi⊗n 7→ ψ(mi, n).

Similarly, the map φ : (r,m) 7→ rm is easily seen to have the properties
required to verify that R⊗RM =M .

The proof of associativity follows the same general pattern, but is rather
bulky, so it is left to the reader. (It can also be found on pp. 26–27 of Atiyah
and McDonald (1969).)

The method provided by Proposition A6.1 is a bit indirect, so identities
that eventually become second nature can be difficult for the beginner to
reconfirm mentally when they arise. We now provide a number of such results,
and we will cite them rather systematically when they occur.

Lemma A6.3. If I is an ideal of R, then M ⊗R R/I =M/IM .

Proof. Let φ : M × R/I → M/IM be the map φ(m, r + I) = rm+ IM . For
a bilinear ψ :M ×R/I → P we can let κ : m+ IM 7→ ψ(m, 1 + I).

Let S ⊂ R be a multiplicatively closed set.

Lemma A6.4. S−1M = S−1R⊗RM .

Proof. Let φ : S−1R ×M → S−1M be the map φ( rs ,m) = rm
s . It is easy to

check that if r
′

s′ =
r
s , then

r′m
s′ = rm

s , so this definition does not depend on the
choice of representatives. Clearly φ is bilinear. If ψ : S−1R ×M → P is R-
bilinear, then the function κ : S−1M → P given by κ(ms ) = ψ(1s ,m) is easily
shown to be a well defined R-module homomorphism such that ψ = κ◦φ.
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Localization commutes with tensor products:

Proposition A6.5. S−1(M ⊗R N) = S−1M ⊗S−1R S
−1N .

Proof. Let φ : S−1M × S−1N → S−1(M ⊗R N) be the map φ(ms ,
n
t ) =

m⊗n
st .

To check that this definition does not depend on the choice of representatives,
suppose that m′

s′ = m
s , so that u(sm′ − s′m) = 0 for some u ∈ S. Then

m′⊗n
s′t = m⊗n

st because

u(st(m′ ⊗ n)− s′t(m⊗ n)) = u(sm′ − s′m)⊗ tn = 0.

Clearly φ is bilinear. If ψ : S−1M × S−1N → P is bilinear, then the map
κ : m⊗n

s 7→ ψ(ms ,
n
1 ) is the unique S−1R-module homomorphism such that

ψ = κ ◦ φ.

Similarly:

Lemma A6.6. If M is an R-module and N is an S−1R-module, then

S−1M ⊗S−1R N =M ⊗R N.

Proof. First, observe that M ⊗R N is an S−1R-module with scalar multi-
plication (r/s)(m ⊗ n) = m ⊗ rn/s. Let φ : S−1M × N → M ⊗R N
be the map φ(m/s, n) = m ⊗ n/s. To check that φ is well defined, sup-
pose that m′/s′ = m/s, so that u(sm′ − s′m) = 0 for some u ∈ S. Then
m′ ⊗ n/s′ = m⊗ n/s because

u(s(m′ ⊗ n)− s′(m⊗ n)) = u(sm′ − s′m)⊗ n = 0.

Clearly φ is S−1R-bilinear. If ψ : S−1M ×N → P is S−1R-bilinear, then the
map κ : m ⊗ n 7→ ψ(m,n) is the unique S−1R-module homomorphism such
that ψ = κ ◦ φ.

If f :M →M ′ is a homomorphism, we define

f ⊗R N :M ⊗R N →M ′ ⊗R N

to be the homomorphism taking each m ⊗ n to f(m) ⊗ n. This is well de-
fined because (as is easy to see but tedious to write out) if F ′ is the free
R-module on the set of generators M ′ ×N , then the map

∑k
i=1 ri(mi, ni) 7→∑k

i=1 ri(f(mi), ni) maps E into the corresponding submodule E′ of F ′. Evi-
dently

(f ′ ◦ f)⊗R N = f ′ ⊗R N ◦ f ⊗R N

whenever f and f ′ are composable R-module homomorphisms, and 1M⊗RN =
1M⊗RN , so – ⊗ N is a covariant functor from the category of R-modules to
itself. Similarly, for a homomorphism g : N → N ′ let M ⊗R g : M ⊗R N →
M ⊗R N

′ be the homomorphism taking each m⊗ n to m ⊗ g(n). Again, for
any given M , M ⊗R – is a covariant functor.



26 CHAPTER A. ELEMENTS OF COMMUTATIVE ALGEBRA

Lemma A6.7. If f :M →M ′ is a R-module homomorphism, then

S−1f = 1S−1R ⊗R f.

Proof. The meaning of this assertion is that if φ′ : S−1R ×M ′ → S−1M ′ is
the map φ′( rs ,m

′) = rm′

s , then φ′ ◦ (1S−1R × f) = S−1f ◦ φ, which is easily
verified.

We say that M is flat if M⊗R – and –⊗RM are exact functors. In view of
the last result, the diagram considered in Proposition A5.1 can be rewritten
as

S−1R⊗RM
1S−1R⊗f✲ S−1R⊗R N

1S−1R⊗g✲ S−1R⊗R P

and the result can be reexpressed as follows:

Proposition A6.8. The R-module S−1R is flat.

We will have much more to say about flatness in Chapter B.
There is a tensor product of R-algebras that is closely related to the tensor

product of R-modules, but with additional features. Suppose that πS : R→ S
and πT : R → T are ring homomorphisms. The tensor product of these R-
algebras is S ⊗R T endowed with the multiplication

(s1 ⊗ t1)(s2 ⊗ t2) = s1s2 ⊗ t1t2.

To show that this product is well defined we should verify that if F is the
free R-module generated by the elements of S × T and E is the submodule
defined at the beginning of the section, then

∑
i,j rirj(sisj, titj) ∈ E whenever∑k

i=1 ri(si, ti) ∈ E or
∑ℓ

j=1 rj(sj , tj) ∈ E. This is obvious, even if writing
out the details would be quite tedious. Evidently this product is associative,
commutative, and distributive, and 1S ⊗ 1T is a multiplicative identity, so
S ⊗R T is a commutative ring with unit.

There are ring homomorphisms χS : S → S ⊗R T and χT : T → S ⊗R T
given by χS(s) = s ⊗ 1T and χT (t) = 1S ⊗ t, so S ⊗R T is both an S-
algebra and a T -algebra, and the ring homomorphism χS ◦ πS = χT ◦ πT
makes S ⊗R T into an R-algebra. If ψS : S → Z and ψT : T → Z are ring
homomorphisms, then there is a ring homomorphism κ : S⊗RT → Z given by
κ(s ⊗ t) = ψS(s)ψT (t). (Again, we need to verify that

∑
i riψS(si)ψT (ti) = 0

whenever
∑k

i=1 ri(si, ti) ∈ E, and again this is both obvious on inspection and
bulky to write out.) Of course κ is uniquely determined by the requirement
that ψS = κ ◦ χS and ψT = κ ◦ χT .

Evidently we have defined a coproduct in the category of R-algebras. How-
ever, in the categorical perspective that is most useful in algebraic geometry,
R is allowed to vary. This leads to the notion of a cofibered product.

We first define fibered products. If W , X, and Y are objects in a category
C, and eX : X → W and eY : Y → W are morphisms, then an object Z,
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together with morphisms pX : Z → X and pY : Z → Y , is a fibered product
of the data (W,X, Y, eX , eY ) if eX ◦ pX = eY ◦ pY and, for any object S and
morphisms fX : S → X and fY : S → Y such that eX ◦ fX = eY ◦ fY , there
is a unique morphism f : S → Z such that fX = pX ◦ f and fY = pY ◦ f . For
the category of sets the fibered product is given by setting

Z = { (x, y) ∈ X × Y : eX(x) = eY (y) }

and letting pX and pY be the restrictions of the usual projections from X×Y
to X and Y . This construction also gives the fibered product for the category
of topological spaces if we endow Z with the relative topology inherited from
the product topology of X × Y .

S

Z ✛
pY

✛

f

Y

✛

fY

X

pX

✻

✛ eX

✛

f
X

W

eY

✻

The cofibered product is obtained by reversing all arrows. That is, if W ,
X, and Y are objects in a category C, and eX : W → X and eY : W → Y
are morphisms, then an object Z, together with morphisms pX : X → Z and
pY : Y → Z, is a cofibered product of (W,X, Y, eX , eY ) if, for any object S and
morphisms fX : X → S and fY : Y → S such that fX ◦ eX = fY ◦ eY , there
is a unique morphism f : Z → S such that the diagram above commutes.
We now see that the tensor product is a cofibered product for the category of
commutative rings with unit.

A7 Principal Ideals, Factorization, and Normality

We now take up a set of concepts related to factorization and the appropriate
generalization of the notion of an integer. We will see that if all of a ring’s
ideals are principal, then the rings elements can be factored uniquely, up
to units. We begin with a very specific way in which this can happen that
pertains to the integers, and also to the ring Z[i] of Gaussian integers.

The ring R is Euclidean if there is function | · | from R to the nonnegative
integers, called the norm, such that |a| = 0 if and only if a = 0 and, for all
nonzero a, b ∈ R there are q, r ∈ R such that a = qb + r and |r| < |b|. The
ring R is a principal ideal domain if it is an integral domain and every ideal
is principal.
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Proposition A7.1. If R is Euclidean, then it is a principal ideal domain.

Proof. Let I be an ideal. We may assume that I 6= (0), so let b be a nonzero
element of I of minimal norm. Any nonzero a ∈ I is qb+ r for some q and r
with |r| < |b|, and since r ∈ I it follows that r = 0, so that a ∈ (b).

The integers Z are Euclidean; the usual absolute value is the norm. The
ring of polyomials in a single variable with coefficients in a field is Euclidean;
the norm is the degree. The Gaussian integers Z[i] are Euclidean; the norm is
c+ id is c2+d2. (Proving that this is a norm is not entirely trivial.) Of course
these examples are quite prominent. Nevertheless, Euclidean rings are quite
special, and in fact principle ideal domains turn out to be rather uncommon.

An element of R is irreducible if it cannot be written as a product of two
nonunits. A ring element p is prime if (p) is a prime ideal. Concretely, p is
prime if, whenever p divides a product ab, either p divides a or p divides b.

Lemma A7.2. If R is an integral domain, then a prime element is irreducible.

Proof. Suppose that r is prime but not irreducible, so that r = ab where a
and b are nonunits. Since (r) is prime, it contains either a or b. If b ∈ (r), say
b = cr, then r = acr, so 1 = ac because R is a domain. But a is not a unit,
so this is impossible.

The ring R is factorial, or a unique factorization domain (UFD), if it is an
integral domain and every nonzero element is uniquely (up to multiplication
by units) a product of irreducible elements.

Lemma A7.3. An irreducible element of a UFD is prime.

Proof. Let r be irreducible. If there were a, b /∈ (r) such that ab ∈ (r), say
ab = cr, then representations of a, b, and c as products of irreducibles would
give two representations of ab = cr as a product of irreducibles that are distinct
because r a factor in one but not the other.

Lemma A7.4. If R is an integral domain and every ascending chain of princi-
pal ideals stabilizes, then every nonzero element of R is a product of irreducible
elements. If, in addition, irreducibles are prime, then R is factorial.

Proof. Suppose that 0 6= a ∈ R cannot be written as a product of irreducibles.
It must not be irreducible itself, so it is a product a = bc of nonunits. Either
b or c must not have a representation as a product of irreducibles, and we
may suppose it is b. We cannot have b ∈ (a), say b = ad, because a = adc
implies 1 = dc, so (a) is proper subset of (b). Again we can represent b as a
product of two nonunits, one of which is not a product of irreducibles, and
continuing in this fashion gives an infinite ascending chain of principal ideals
(a) ⊂ (b) ⊂ · · · , contrary to hypothesis.
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Now assume that irreducibles are prime, and suppose that two products
of irreducibles r1 · · · rk and s1 · · · sℓ are equal. Since s1 · · · sℓ ∈ (r1), this
ideal must contain some sj, which is necessarily the product of r1 and a
unit, because it is irreducible. We may divide by r1, because R is a domain.
Repeated reductions of this sort lead eventually at the conclusion that the two
products are the same up to units.

Proposition A7.5. If R is a Noetherian integral domain and every prime
minimal over a principal ideal is itself principal, then R is factorial.

Proof. In view of the last result we only need to show that any irreducible
a ∈ R is prime. Of course (a) is contained in a maximal ideal, which is prime,
so Proposition A2.5 implies that there is a prime P that is minimal over (a).
By hypothesis P = (p) for some p, so a = rp for some r. Since a is irreducible
and p is not a unit, r must be a unit, so that (a) = P .

Theorem A7.6. A principle ideal domain is factorial.

Proof. After the last result it suffices to show that R is Noetherian. If (a1) ⊂
(a2) ⊂ · · · is an increasing chain of principal ideals, then its union is an ideal,
which is necessarily principal, say (b). There is some n such that b ∈ (an)
which implies that (an) = (an+1) = · · · .

For geometric applications it is important to understand the effect of lo-
calization.

Proposition A7.7. If R is a UFD and S is a multiplicatively closed subset
of R, then S−1R is a UFD.

Proof. We first study when an element x
s of S−1R is a unit. If this is the case,

say x
s ·

y
t =

1
1 , then xy = st, so all the prime factors of x and y divide elements

of S. Conversely, if all the prime factors of x divide elements of S, then x
divides an element of S, say ax = t, and x

s ·
as
t = 1

1 . In particular, if p ∈ R is
irreducible, then p

1 is a unit if and only if p divides an element of S.

Now suppose that p is a prime that does not divide any element of S. We
claim that p

1 is prime. Suppose that p
1 = x

s ·
y
t . Then pst = xy. Uniqueness

of prime factorization implies that p divides x or y but not both, and that all
other prime factors of xy are factors of st. In particular, if p divides x, then
y
t is a unit in S−1R, so p

1 divides x
s .

Next suppose that a
s is irreducible in S−1R, and that a = p1 · · · pk is the

prime factorization of a. We have a
s = 1

s ·
p1
1 · · ·

pk
1 , so precisely one of the pi

1
is a nonunit. Thus every irreducible of S−1R is (up to units) of the form p

1
where p is a prime of R that is not a factor of an element of S.

Combining all this with unique factorization in R, any a
s has a representa-

tion of the form a
s = x

t ·
p1
1 · · ·

pk
1 where p1, . . . , pk are (not necessarily distinct)
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primes that do not divide elements of S and x divides an element of S. Further-
more, any representation of a

s as a product of irreducibles can be brought to

this form by multiplying by units. Finally, if as = x′

t′ ·
p′1
1 · · ·

p′k
1 is a second such

representation, then unique factorization applied to t′xp1 · · · pk = tx′p′1 · · · p
′
k

reveals that p1, . . . , pk and p′1, . . . , p
′
k are the prime factors that do not di-

vide elements of S, so the second list is a reordering of the first. Thus prime
factorization in S−1R is unique.

Just which algebraic numbers deserve to be regarded as integers is a basic
conceptual issue in algebraic number theory. For a variety of reasons the most
satisfying definition, by far, is that an algebraic number is an integer if it
satisfies a monic equation with integral coefficients. Somewhat surprisingly,
this concept is also quite important in algebraic geometry.

Suppose that S is a ring that contains R as a subring. An element s ∈ S
is integral over R if it is a root of a monic polynomial with coefficients in R.
That is, there is an integer n and r0, r1, . . . , rn−1 ∈ R such that

sn + rn−1s
n−1 + · · ·+ r1s+ r0 = 0.

The Cayley-Hamilton theorem gives a surprisingly general test for integrality.

Proposition A7.8. For s ∈ S the following are equivalent:

(a) s is integral over R;

(b) there is an S-module N and a finitely generated R-submodule M that is
not annihilated by any nonzero element of S, such that sM ⊂M .

Proof. Supposing that (a) holds, take N = S and M = R[s]. Then sM ⊂M ,
andM is finitely generated because for some n it is generated by 1, s, . . . , sn−1.
Since 1 ∈M , M is not annihilated by any nonzero element of S.

Suppose that (b) holds. We may regard multiplication by s as an endo-
morphism ofM . Applying the Cayley-Hamilton theorem (with improper ideal
I = R) gives a monic polynomial p with coefficients in R such that p(s)M = 0,
and p(s) = 0 because M is not annihilated by any other element of S.

We say that S is finitely generated as an R-algebra, or simply finitely
generated, if there are x1, . . . , xk such that S = R[x1, . . . , xk]. This is a much
weaker condition than being finitely generated as an R-module.

Corollary A7.9. For s ∈ S, s is integral over R if and only if R[s] is finitely
generated as an R-module.

Proof. If s is integral over R, then for some n every element of R[s] is an
R-linear combination of 1, s, . . . , sn−1. Conversely, if R[s] is finitely generated
as an R-module, we may take N = S and M = R[s] in the last result. (Since
1 ∈ R[s], R[s] is not annihilated by any nonzero element of S.)
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Lemma A7.10. If R ⊂ S ⊂ T with S finitely generated as an R-module
and S finitely generated as an S-module, then T is finitely generated as an
R-module.

Proof. We may assume that there is an s such that S is generated over R by
1, s, . . . , sm−1 and there is a t such that T is generated over S by 1, t, . . . , tn−1,
since the general case follows from this special case by induction. Evidently
T is generated over R by { sitj : 0 ≤ s ≤ m− 1, 0 ≤ j ≤ n− 1 }.

We say that S is integral over R if each of its elements is integral over R.

Proposition A7.11. If S is finitely generated as an R-algebra, then S is
integral over R if and only if is finitely generated as an R-module.

Proof. Suppose that S is finitely generated as an R-module and s ∈ S. Then
(b) of Proposition A7.8 holds with N = S and M = R[s], because 1 ∈ R[s] is
not annihilated by any s ∈ S, so s is integral over R.

Suppose that S = R[s1, . . . , sn] is integral over R. Then R[s1] is finitely
generated as an R-module. Since s2 is integral over R, it is integral over R[s1],
and consequently R[s1, s2] is finitely generated as an R[s1]-module, and so
forth. The last result implies that S is finitely generated as an R-module.

Proposition A7.12. If R ⊂ S ⊂ T are rings with T integral over S and S
integral over R, then T is integral over R.

Proof. Any t ∈ T satisfies a monic equation tn + sn−1t
n−1 + · · · + s0 = 0

where s0, . . . , sn−1 ∈ S, in which case R[s0, . . . , sn−1, t] is a finitely gener-
ated R[s0, . . . , sn−1]-module. Since S is integral over R, R[s0, . . . , sn−1] is
a finitely generated R-module, and consequently Lemma A7.10 implies that
R[s0, . . . , sn−1, t] is finitely generated as an R-module, hence integral over R,
and in particular t is integral over R.

The integral closure of R in S is the set of elements of S that are integral
over R.

Proposition A7.13. The integral closure of R in S is a subring of S that
contains R.

Proof. Each r ∈ R is a root of the monic polynomial X − r, so the integral
closure contains R. We need to show that the integral closure contains all sums
and products of its elements, so suppose that s and t are integral over R. For
some integers m and n, R[s, t] is generated by { sitj : 0 ≤ s ≤ m− 1, 0 ≤ j ≤
n − 1 }. Now (b) of Proposition A7.8 is satisfied by N = S and M = R[s, t],
so s+ t and st are integral over R.

We say that R is integrally closed in S if it is itself its integral closure in
S. This terminology makes sense:
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Proposition A7.14. The integral closure of R in S is integrally closed in S.

Proof. Let R′ is the integral closure of R in S, and let R′′ be the integral
closure of R′ in S. Proposition A7.12 implies that R′′ is integral over R, hence
contained in R′.

We now study integrality in relation to integral domains.

Proposition A7.15. If S is an integral domain, and integral over R, then:

(a) If I is a nonzero ideal of S, then R ∩ I 6= ∅.

(b) An element r ∈ R if and only if it is a unit of S.

(c) R is a field if and only if S is a field.

Proof. (a) If 0 6= s ∈ I, then s satisfies an equation sn+rn−1s
n−1+· · ·+r0 = 0,

which implies that r0 ∈ I. By taking n minimal we can obtain r0 6= 0.
(b) If r is a unit of R, it is automatically a unit of S. Suppose that r ∈ R

is a unit of S, so rs = 1 for some s. If sn + rn−1s
n−1 + · · · + r0 = 0, then

multiplying by rn−1 gives s = −(rn−1 + rn−2r + · · ·+ r0r
n−1), so s ∈ R.

(c) If S is a field, then (b) implies that R is a field. Suppose that R is
a field and 0 6= s ∈ S. If sn + rn−1s

n−1 + · · · + r0 = 0 and r0 6= 0, then
s(sn−1 + rn−1s

n−2 + · · ·+ r1)(−r0)
−1 = 1, so s is a unit.

If R is an integral domain, the normalization of R is its integral closure
in its field of fractions K(R). We say that R is normal, or a normal domain,
or integrally closed, if it is integrally closed in K(R), which is to say that it is
its own normalization. Like the earlier steps in this section (from Euclidean
rings to PIDs, then to UFDs) this is an increase in generality.

Theorem A7.16. If R is factorial, it is normal.

Proof. We need to show that if r/s is a fraction that is integral over R, then
it is an element of R. Without loss of generality we may assume that r and s
have no common prime factors. There is an n and an−1, . . . , a0 ∈ R such that

(r/s)n + an−1(r/s)
n−1 + · · ·+ a0 = 0.

Multiplying by sn and rearranging gives

rn = −an−1r
n−1s− · · · − a0s

n,

so any prime factor of s is a prime factor of rn, and thus a prime factor of r,
which is impossible. We conclude that s is a unit, and that r/s ∈ R.

We conclude this section with some results relating integral closure to the
main operations on rings.
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Proposition A7.17. Let ϕ : S → S′ be a ring homomorphism. If S is integral
over R, then ϕ(S) is integral over ϕ(R). In particular, if I is an ideal of S,
then S/I is integral over R/(R ∩ I).

Proof. If sn + rn−1s
n−1 + · · ·+ r0 = 0, then

ϕ(s)n + ϕ(rn−1)ϕ(s)
n−1 + · · ·+ ϕ(r0) = 0.

Proposition A7.18. If R ⊂ T ⊂ S are rings, T is the integral closure of R
in S, and U ⊂ R is multiplicatively closed, then U−1T is the integral closure
of U−1R in U−1S.

Proof. If t ∈ T satisfies the monic equation xn+rn−1x
n−1+· · ·+r0, and u ∈ U ,

then t/u satisfies the monic equation xn + (rn−1/u)x
n−1 + · · · + r0/u

n = 0.
Thus the integral closure of U−1R contains U−1T .

Suppose that s/u satisfies a monic equation

(s/u)n + (rn−1/un−1)(s/u)
n−1 + · · ·+ r0/u0 = 0.

Multiplying by (uun−1 · · · u0)
n gives an equation showing that sun−1 · · · u0 is

integral over R, hence an element of T , so that s/u ∈ U−1T . Thus the integral
closure of U−1R is contained in U−1T .

Corollary A7.19. If U ⊂ R is multiplicatively closed and S is integral over
R, then U−1S is integral over U−1R.

Corollary A7.20. If R is an integrally closed integral domain and U ⊂ R is
a multiplicatively closed set, then U−1R is integrally closed.

Normality is a local condition:

Proposition A7.21. If R is an integral domain, then the following are equiv-
alent:

(a) R is integrally closed.

(b) RP is integrally closed for all prime ideals P .

(c) Rm is integrally closed for all maximal ideals m.

Proof. In view of the result above, (a) implies (b), and of course (c) follows
automatically from (b). We will show that if R is not integrally closed, then
some Rm is not integrally closed. Let x be an element of K(R)\R that satisfies
a monic equation xn+rn−1x

n−1+ · · ·+r1x+r0 = 0 with coefficients in R. Let
I = { r ∈ R : rx ∈ R }. (This is called the ideal of denominators of x.) Since
x /∈ R, this is a proper ideal of R, and is contained in a maximal ideal m. Now
x /∈ Rm (its ideal of divisors as an element of Rm is { i/s : i ∈ I, s ∈ R \ m })
but it satisfies the equation above, which may be understood as monic with
coefficients in Rm. (Of course K(Rm) = K(R).) Thus Rm is not integrally
closed, so (c) implies (a).
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A8 Noether Normalization and Hilbert’s Nullstellensatz

This section presents two quite famous results. As we will see in the next
section, the second of these has a crucial role in algebraic geometry from the
very beginning, and the first also has an important geometric interpretation.

In preparation we discuss a useful piece of notation for polynomials in
R[X1, . . . ,Xn]. An exponent vector is an n-tuple e = (e1, . . . , en) of non-
negative integers. For such an e let Xe = Xe1

1 · · ·X
en
n . Now any element of

R[X1, . . . ,Xn] has the form
∑
reX

e where the sum is over all exponent vectors
and only finitely many of the re are nonzero.

Theorem A8.1 (Noether Normatization). Let K be a field, and suppose that
A = K[x1, . . . , xn] is a finitely generated K-algebra. Then there are algebraicly
independent z1, . . . , zm ∈ A such that A is integral over K[z1, . . . , zm].

Here the relevant Noether is Max, Emmy’s father.

Proof. We argue by induction on n. Of course the case n = 0 is trivial, so
suppose the claim has been established with n− 1 in place of n. If x1, . . . , xn
are algebraicly independent we are done, so suppose that f(x1, . . . , xn) =
0 for some nonzero f ∈ K[X1, . . . ,Xn]. Let β = (β1, . . . , βn−1, 1), where
β1, . . . , βn−1 are positive integers to be specified later. For i = 1, . . . , n− 1 let
yi = xi − x

βi
n , and let B = K[y1, . . . , yn−1]. Below we show that xn is integral

over B, after which Proposition A7.11 implies that A is integral over B. The
induction hypothesis gives algebraicly independent z1, . . . , zm ∈ B such that
B is integral over K[z1, . . . , zm]. In view of Proposition A7.14, the integral
closure of K[z1, . . . , zm] in A is all of A.

For each exponent vector e we substitute the various xi = xβin +yi, obtain-
ing

xe = xβ·en + ge(y1, . . . , yn−1, xn)

where ge is a polynomial in which the maximal power of xn is less than β ·e.
(Here β ·e is the usual inner product, an unexpected fringe benefit of using
exponent vectors!) If f =

∑
aeX

e, then substituting these expressions gives

0 =
∑

aex
β·e
n + h(y1, . . . , yn−1, xn)

where h is a polynomial whose maximal power of xn is less than the maximum
of β ·e over all exponent vectors with ae 6= 0.

In order to interpret this as a monic equation satisfied by xn, we need to
insure that the sum of the ae, over those e with ae 6= 0 for which β · e is
maximal, is not zero. This is certainly the case if the integers β·e are distinct.
An effective (if somewhat brutal) method is to let βi = di where d is an integer
greater than the maximum degree of f in any variable. With this choice we
can divide the equation above by ae, where e is the exponent vector that is
maximal for β ·e, thereby displaying xn as a root of a monic polynomial, as
desired.
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If K and L are fields with K ⊂ L, then L is a field extension of K. We
write L/K to indicate this situation. The extension is finite if L is finite
dimensional as a vector space over K. An element of L is algebraic over K if
it is the root of a polynomial with coefficients in K. Since we can divide any
polynomial with coefficients in K by its leading coefficient, being algebraic
over K is the same as being integral over K, and the theory we developed in
the last section is entirely applicable. In particular, if L is finite, then each
of its elements is algebraic over K. Conversely, L/K is a finite extension if L
is generated by finitely many elements that are algebraic over K. In fact a
weaker hypothesis suffices to imply that L/K is finite:

Lemma A8.2 (Zariski’s Lemma). If L/K is a field extension, and L is finitely
generated as a K-algebra, then L is a finite extension of K.

Proof. Noether normalization gives z1, . . . , zm ∈ L that are algebraicly inde-
pendent over K such that L is a finitely generated K[z1, . . . , zm]-module. If
m ≥ 1, then 1/z1 satisfies some condition of the form

z−k1 + pk−1z
1−k
1 + · · ·+ p0 = 0

where p0, . . . , pk−1 ∈ K[z1, . . . , zm]. After rearranging terms, and possibly
multiplying by a negative power of z1, we obtain such an equation with
p0, . . . , pk−1 ∈ K[z2, . . . , zm]. Multiplying by zk1 gives a violation of algebraic
independence, so m = 0, which is the desired conclusion.

Corollary A8.3 (Weak Nullstellensatz). If K is a field, R is a finitely gener-
ated K-algebra, and m is a maximal ideal of R, then R/m is a finite extension
of K. Consequently R/m ∼= K if K is algebraicly closed.

Proof. Since R/m is a finitely generated K-algebra, and also a field, the last
result implies that it is a finite extension of K.

A9 Geometric Motivation

The concepts developed up to this point are enough to support a description
of the initial motivations and definitions of algebraic geometry. This section
has a different spirit from the rest of our work, which aims to do as little as
possible consistent with achieving our main objectives. Here we aim to give
as rich a sense of the interplay of algebra and geometry as we can without
going too far afield.

There will be two main geometric settings. First, let K be a field, fix
an integer n, and let n-dimensional affine space An be the n-fold cartesian
product of K, regarded as a geometric setting. Any set S ⊂ K[X1, . . . ,Xn]
determines a set

V (S) = {x ∈ An : f(x) = 0 for all f ∈ S }.
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Evidently V (S) = V (I) where I is the radical of the ideal generated by S.
A set of the form V (I) is called is called an affine algebraic set. These sets,
and the corresponding subsets of projective spaces, are the traditional focus
of algebraic geometry, at least at the outset.

Finite unions of affine algebraic sets are affine algebraic sets, because for
any ideals I1, I2 we have V (I1) ∪ V (I2) = V (I1 · I2). Arbitrary intersections
of affine algebraic sets are affine algebraic sets: if {Ij}j∈J is any collection of
ideals,

⋂
j V (Ij) = V (J) where J is the ideal generated by

⋃
j Ij . In addition,

∅ = V (R) and An = V (∅) are affine algebraic. Therefore the affine algebraic
sets are the closed sets of a topology, called the Zariski topology. For each
x ∈ An, {x} = V ((X1 − x1, . . . ,Xn − xn)), so singletons are closed. (For
topologists, a space in which singletons are closed is a T1-space.) But the
Zariski topology is not Hausdorff except in trivial cases, and in other respects
as well it is highly peculiar, at least for those who rarely venture beyond metric
spaces, as we will see below.

A subset A ⊂ X of a topological space X is reducible if it can be written
as the union of two proper subsets that are relatively closed; otherwise it is
irreducible. There is an algebraic characterization of irreducibility for affine
algebraic sets. Any set S ⊂ An determines a set

I(S) = { f ∈ K[X1, . . . ,Xn] : f(x) = 0 for all x ∈ S }.

It is easy to see that I(S) is a radical ideal.

Lemma A9.1. An affine algebraic set Y is irreducible if and only if I(Y ) is
prime.

Proof. Suppose that Y = Y1∪Y2 where Y1 and Y2 are affine algebraic set that
are both proper subsets of Y . There is a polynomial f that vanishes on Y1
but not on Y2, and there is a polynomial g that vanishes on Y2 but not on Y1.
Then f, g /∈ Y and fg ∈ I(Y ), so I(Y ) is not prime.

Now suppose that Y is irreducible. If fg ∈ I(Y ), then Y ⊂ V ({fg}) =
V ({f}) ∪ V ({g}), so

Y = (Y ∩ V ({f})) ∪ (Y ∩ V ({g})).

Since Y is irreducible, either Y = Y ∩ V ({f}) or Y = Y ∩ V ({g}), so that
either f ∈ I(Y ) or g ∈ I(Y ). Thus I(Y ) is prime.

When V is an affine algebraic set, Γ(V ) = R/I(V ) is a finitely generated
K-algebra, called the coordinate ring of V . We think of this as the set of
polynomial functions on V taking values in K. Note that Γ(V ) is reduced,
because I(V ) is radical.

Conversely, let R̃ be a reduced finitely generated K-algebra, let x1, · · · , xn
be a system of generators, and let I be the kernel of the map f 7→ f(x1, . . . , xn)
from R to R̃. Then R̃ ∼= R/I is the coordinate ring of V (I). Thus the class of
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affine algebraic sets is exactly mirrored in the class of reduced finitely generated
K-algebras.

We can also say something about the geometric significance of integrality.
Let R be a reduced finitely generated K-algebra, that we think of as the
coordinate ring of some affine algebraic variety. Let x1, . . . , xn be a system of
generators. After reordering, we may assume that x1, . . . , xr are algebraicly
independent, and that xr+1, . . . , xn are algebraic over K[x1, . . . , xr]. Suppose
that each such xj is actually integral over K[x1, . . . , xr], so that it is a root of
a monic polynomial:

pj(xj , y) = x
mj
j + aj,mj−1(y)x

mj−1
j + · · · + aj,1(y)xj + aj,0(y) = 0

where aj,0(y), . . . , aj,m−1(y) ∈ K[x1, . . . , xr]. For each y ∈ K
r the fiber

F (y) = { (xr+1, . . . , xn) : pj(xj, y) = 0 for all j = r + 1, . . . , n }

is a cartesian product F (y) =
∏
j Fj(y) where Fj(y) = {xj : pj(xj, y) = 0 }.

Because pj is monic, the coefficient of x
mj
j in pj(·, y) never vanishes, so each

Fj(y) contains mj roots when these are counted according to multiplicity. In
connection with K = R or K = C, the geometric picture is that a branch of
the set of solutions cannot go to infinity as one approaches some y ∈ Kr. The
point of the Noether normalization theorem is that it is possible to perturb
the system of generators so as to bring this situation about.

What we have seen so far suggests that the correspondence between radical
ideals and affine algebraic sets may allow a quite fruitful algebraic analysis
of geometric issues. This raises the question of whether the algebraic and
geometric perspective are exact mirrors of each other. For any affine algebraic
set V (S) we have V (I(V (S))) ⊂ V (S) because S ⊂ I(V (S)). On the other
hand V (S) ⊂ V (I(V (S))) because for any x ∈ V (S), every element of I(V (S))
vanishes at x, so x ∈ V (I(V (S))). Thus V ◦ I takes each affine algebraic set
V (S) to itself. In particular, the map V (S) 7→ I(V (S)) from affine algebraic
sets to radical ideals is injective.

But the map I 7→ V (I) from radical ideals to affine algebraic sets is not
injective in general. For example the ideal (X2

1 − 2) and the improper ideal
K[X1] are both mapped to the null set if K = Q.

We will consider two responses to this conundrum. The first is to require
that K be algebraically closed, in which case the correspondence is bijective
by virtue of the following result.

Theorem A9.2 (Hilbert’s Nullstellensatz). If K is algebraicly closed and
I ⊂ R is a radical ideal, then I(V (I)) = I.

Proof. Obviously I ⊂ I(V (I)). Aiming at a contradiction, suppose that f ∈
I(V (I)) \ I. Since I is the intersection of the minimal primes that contain it
(Proposition A4.11) there is a prime ideal P ⊂ R that contains I but not f .
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Let R̃ = R/P , let f̃ be the image of f in R̃, and let m be a maximal ideal of
R̃[1/f̃ ]. Since R̃[1/f̃ ] is generated by 1/f̃ and the images of X1, . . . ,Xn, it is
finitely generated, so Corollary A8.3 implies that R̃[1/f̃ ]/m ∼= K.

Let β be the composition of ring homomorphisms

R→ R̃→ R̃[1/f̃ ]→ R̃[1/f̃ ]/m ∼= K.

Since β(1) = β(1 ·1) = β(1)2, either β(1) = 0 or β(1) = 1. The image of 1 ∈ R
in R̃ is nonzero because P is a proper ideal, so it is 1 ∈ R̃. In turn, its image
in R̃[1/f̃ ] is 1 ∈ R̃[1/f̃ ], and this is not in m, so β(1) = 1.

For each i = 1, . . . , n let xi = β(Xi), and let x = (x1, . . . , xn) ∈ K
n. The

set of g ∈ R such that β(g) = g(x) includes all elements of K and X1, . . . ,Xn,
and it is closed under addition and multiplication, so it is all of R. If g ∈ P ,
then β(g) = 0, so x ∈ V (P ) ⊂ V (I). Since the map R̃[1/f̃ ] → K takes
1 = f̃ · 1/f̃ to 1, it must be the case that f(x) = β(f) 6= 0. This contradicts
our supposition that f ∈ I(V (I)), which completes the proof.

Any field K can be embedded in an algebraic closure K, leading to an em-
bedding of An in the corresponding affine space A

n
. Let R = K[X1, . . . ,Xn].

For any subset S ⊂ R one may study the relationship between the subsets of
An and A

n
that it defines, and one may study the special properties of these

sets that result from S being a subset of R. The algebraic geometry of R and
A
n
sets the stage, and is implicitly present in the background, of these more

specific studies, so the study of algebraic geometry over algebraically com-
plete fields should be simpler than, and prior to, the sorts of issues that might
arise in arithmetic geometry. Hilbert’s nullstellensatz is perhaps the most
important basic result endowing these general considerations with concrete
substance.

The second response begins with the idea that we may consider all the
maximal ideals of K[X1, . . . ,Xn], not just those that correspond to points in
An. Note that there is a maximal ideal corresponding to each point in A

n
.

This method can be applied to any ring, and doing so should be interesting
and useful because a variety of rings arise naturally during any sort of analysis.
In this general context it makes sense to consider all prime ideals, including
those that are not maximal. (For example, a local ring has a single maximal
ideal, by definition, but the structure of its set of prime ideals can be quite
rich.) This perspective is the starting point of the theory of schemes.

Now let R be an arbitrary commutative ring with unit. The spectrum of
R, denoted by SpecR, is the set of prime ideals of R. For any S ⊂ R, let

Ṽ (S) = {P ∈ SpecR : S ⊂ P }.

Clearly Ṽ (S) = Ṽ (I) where I is the radical of the (possibly improper) ideal
generated by S. For a nonempty S ⊂ SpecR let

Ĩ(S) =
⋂

P∈S

P,
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and let Ĩ(∅) = R. Evidently Ĩ(S) is a (possibly improper) radical ideal.

As before, for any S ⊂ R we have Ṽ (Ĩ(Ṽ (S))) = Ṽ (S): Ṽ (Ĩ(Ṽ (S))) ⊂
Ṽ (S) because S ⊂ Ĩ(Ṽ (S)), and Ṽ (S) ⊂ Ṽ (Ĩ(Ṽ (S))) because Ĩ(Ṽ (S)) is a
subset of each P ∈ Ṽ (S), so that P ∈ Ṽ (Ĩ(Ṽ (S))). Any radical ideal I is
the intersection of the primes that contain it (Corollary A2.9) so Ĩ(Ṽ (I)) = I
and Ṽ (Ĩ(Ṽ (I))) = Ṽ (I). Thus Ṽ and Ĩ authomatically restrict to inverse
bijections between the set of (possibly improper) radical ideals and the set of
subsets of SpecR of the form Ṽ (S).

For ideals I1, I2, Ṽ (I1) ∪ Ṽ (I2) = Ṽ (I1 ∩ I2). (Any prime P that contains
either I1 or I2 contains I1 ∩ I2, and if I1 ∩ I2 ⊂ P , then P contains either I1
or I2 because otherwise the product of an element of I1 \P and an element of
I2 \P would be an element of (I1∩I2)\P .) More trivially, for any set of ideals
I,

⋂
I∈I Ṽ (I) = Ṽ (J) where J is the ideal generated by

⋃
I∈I I. In addition

Ṽ ((0)) = SpecR and Ṽ (R) = ∅. Therefore the sets Ṽ (I) are the closed sets of
a topology on SpecR that is also called the Zariski topology. We now study
SpecR in relation to basic concepts from topology.

In this version of the Zariski topology singletons need not be closed. Con-
cretely, Q is an element of the closure of {P} whenever P and Q are primes
with P ⊂ Q. For this reason the maximal ideals of R are called closed points.
For the most part, when K is algebraicly closed there are corresponding prop-
erties of the Zariski topology of affine algebraic sets that can be derived by con-
sidering the relative topology of the set of closed points of SpecK[X1, . . . ,Xn].

We have seen that passing from SpecR to its set of closed points, endowed
with the relative topology, throws away pertinent geometric information ex-
cept in the circumstance described by Hilbert’s nullstellensatz. More generally,
no information is lost if R is a Jacobson ring, which is to say that every prime
ideal (and thus every radical ideal) is the intersection of the maximal ideals
that contain it. Of course a field is a Jacobson ring, and it turns out that R
is Jacobson if and only if R[X] is Jacobson. This result provides the proper
(in the sense of maximal generality) understanding of the nullstellensatz; it is
treated in Sections 1-3 of Kaplansky (1974) and also in Section 4.5 of Eisenbud
(1995).

Working with SpecR retains the information lost in passing to its space
of closed points. One may also ask what is lost in the passage from R to
SpecR. Let N be the nilradical of R. The prime and radical ideals of R/N
are precisely the P/N and I/N where P and I are prime and radical ideals
of R, so SpecR/N and SpecR are homeomorphic. (With respect to certain
issues studied below, the picture is clarified if we assume that R is reduced.)
In a sense, the passage to SpecR throws away information about R that is not
retained in the passage from R to R/N . The theory of schemes retains this
information by embedding SpecR in a larger structure called an affine scheme
which, in effect, has R as part of its data. Nilpotents were systematically
exploited by some of the important advances in algebraic geometry following
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the introduction of schemes.
Recall that a topological space X is disconnected if it is the union of two

disjoint nonempty open (or closed) sets. It is connected if it is not discon-
nected.

Proposition A9.3. If R is reduced, then SpecR is disconnected if and only
if R = R1 ×R2 where R1 and R2 are commutative rings with unit.

Proof. First suppose that R = R1 ×R2. Let I be an ideal, and let

I1 = { r1 : (r1, r2) ∈ I } and I2 = { r2 : (r1, r2) ∈ I }.

Clearly I1 and I2 are ideals of R1 and R2 respectively, and I1 × I2 is an ideal
of R that contains I. If (r1, r2) ∈ I, then (r1, 0) = (r1, r2) · (1, 0) ∈ I, so
I1 × {0} ⊂ I, and symmetrically {0} × I2 ⊂ I. Taking sums gives I1 × I2 ⊂ I
and thus I = I1×I2. Evidently I is radical if and only if I1 and I2 are radical.

Now suppose that I is prime. Any (r1, r2) ∈ I is the product of (r1, 1) and
(1, r2), one of which must be in I, so either I1 = R1 or I2 = R2. If I1 = R1,
then I2 must be prime, and I1 is prime if I2 = R2. Conversely, if P1 and P2

are prime ideals of R1 and R2, then P1 × R2 and R1 × P2 are easily seen to
be prime ideals of I.

Since R is reduced, R1 and R2 are reduced, so for each its respective (0)
is radical. Writing

SpecR = Ṽ ((0) ×R2) ∪ Ṽ (R1 × (0))

displays SpecR as the union of two disjoint nonempty closed sets.
Now suppose that SpecR is disconnected. Then there are radical ideals R1

and R2 such that every prime ideal contains either R1 and R2 and no prime
ideal contains both. Therefore R1 ∩ R2 is the nilradical of R, which is (0),
and R1 + R2 cannot be proper ideal, so it is R. Therefore there are unique
i1 ∈ R1 and i2 ∈ R2 such that 1 = i1 + i2. For each i = 1, 2, if ri ∈ Ri, then
i1ri = (i1 + i2)ri = ri. Thus i1 and i2 are identity elements for R1 and R2

respectively, which means that R1 and R2 are commutative rings with unit
such that R = R1 ×R2.

Let X be a topological space. For any x ∈ X, the connected component
of x, denoted by Cx is the union of all the subsets of X that contain x and
are connected; it is connected (supposing otherwise quickly leads to a contra-
diction) and is the largest connected subset of X containing x. The closure
of a connected set is connected (supposing otherwise quickly yields a contra-
diction) so Cx is closed. The collection {Cx : x ∈ X } is a partition of X
because if x0 ∈ Cx ∩ Cx′ , then Cx ∪ Cx′ is a connected set contained in Cx0
that contains both x and x′, so Cx = Cx′ .

A set A ⊂ X is irreducible if and only if it does not have two disjoint
nonempty relatively open subsets, so a nonempty open subset of an irreducible
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space is dense, and an irreducible set is connected. Thus the collection of
irreducible sets refines the collection of all connected components. For any
x ∈ X, the closure of {x} is irreducible, and the union of a collection of
irreducible sets that is completely ordered by inclusion is irreducible, so Zorn’s
lemma implies that x is contained in a maximal irreducible subset. Such
a set is called an irreducible component. The closure of an irreducible set
is irreducible (supposing otherwise quickly leads to absurdity) so irreducible
components are closed. However, unlike connected components, two different
irreducible components can have a nonempty intersection.

The bijection between radical ideals and closed subsets of SpecR special-
izes to a bijection between prime ideals and irreducible subsets.

Proposition A9.4. For any radical ideal I, Ṽ (I) is irreducible if and only if
I is prime.

Proof. If I is not prime, then there are f, g /∈ I with fg ∈ I. Let If and Ig be
the smallest ideals containing I and f and g respectively. Then I ⊂ If ∩ Ig,
so Ṽ (If )∪ Ṽ (Ig) ⊂ Ṽ (I). If P /∈ Ṽ (If )∪ Ṽ (Ig), then there are r+af ∈ IF \P
and s+ bg ∈ Ig \ P where r, s ∈ I, and (r + af)(s+ bg) ∈ I \ P , so P /∈ Ṽ (I).
Thus Ṽ (I) ⊂ Ṽ (If )∪ Ṽ (Ig). Finally, because I is the intersection of the prime
ideals that contain it, Ṽ (If ) and Ṽ (Ig) are proper subsets of Ṽ (I), so Ṽ (I) is
reducible.

Now suppose that Ṽ (I) is the union of two proper subsets Ṽ (I1) and
Ṽ (I2). We may assume that I1 and I2 are radical, which implies that I1 ∩ I2
is radical. Then I = I1 ∩ I2 because I is the unique radical ideal such that
Ṽ (I) = Ṽ (I1) ∪ Ṽ (I2). Thus I is a reducible ideal and consequently (Lemma
A4.9) not prime.

A topological space X is Noetherian if any descending (ascending) se-
quence of closed (open) sets stabilizes. Obviously this terminology is derived
from the fact that if R is a Noetherian ring, then SpecR is a Noetherian topo-
logical space. An argument similar to those for Noetherian rings and modules
shows that X is Noetherian if and only if any nonempty collection of closed
(open) sets has a minimal (maximal) element. In a Noetherian topological
space, any closed set is a finite union of irreducible sets. (If the set of closed
sets that are not finite unions of irreducibles was nonempty, it would contain a
minimal element C, which could not itself be irreducible, but could also not be
a finite union of closed proper subsets, because each of these would be a finite
union of irreducibles.) Any subspace Y of a Noetherian X, with the induced
topology, is Noetherian: if {Cj} is a collection of relatively closed subsets of
Y , then the collection {Cj} of closures in X has a minimal element C

∗
j , and

C∗
j is minimal in {Cj}.
Following Bourbaki, algebraic geometers say that a topological space is

quasi-compact if every open cover has a finite subcover. (It is compact if it
is quasi-compact and Hausdorff.) A base of a topology is a collection of open
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sets such that every open set is the union of sets in the base. Since any open
cover can be refined to a cover by base elements, a space is quasicompact if
every cover by base elements has a finite subcover.

For f ∈ R let
D(f) = {P ∈ SpecR : f /∈ P }.

For any S ⊂ R we have

SpecR \ Ṽ (S) = SpecR \
⋂

f∈S

Ṽ ((f)) =
⋃

f∈S

D(f),

so the sets D(f) are a base for SpecR.

Proposition A9.5. SpecR is quasicompact.

Proof. If {D(fi)}i∈I is an open cover of SpecR, then the ideal generated by
{fi} cannot be proper because if it was, it would be contained in a maximal
ideal m, and m would not be a member of any D(fi). Therefore there are
i1, . . . , ik and r1, . . . , rk such that r1fi1+· · ·+rkfik = 1, and SpecR = D(fi1)∪
· · · ∪D(fik).

A Noetherian space (and thus also any subspace) is quasi-compact, because
we can choose elements U1, U2, . . . of an open cover with Un+1 6⊂ U1 ∪ . . .∪Un
whenever U1 ∪ . . . ∪ Un is not the entire space, and the sequence U1, U1 ∪
U2, U1 ∪ U2 ∪ U3, . . . must stabilize. Since all subsets of SpecR are quasi-
compact when R is Noetherian, in one sense quasicompactness plays a very
small role in algebraic geometry, but the existence of finite subcovers is invoked
frequently.

If X ⊂ Am and Y ⊂ An are affine algebraic sets, perhaps the most
natural functions p : X → Y are those given by polynomials. That is, we have
a polynomial function p : Km → Kn such that p(X) ⊂ Y . Such a function
induces a ring homomorphism ϕ : g 7→ g ◦ p from the coordinate ring of Y to
the coordinate ring of X, and in effect we study p by analyzing ϕ. Roughly,
ϕ is injective if p is surjective. (More precisely, ϕ is injective if an element of
the coordinate ring of Y is determined by its values on p(X).) In this sense it
seems simplifying to replace Y with p(X), so that ϕ is injective.

The corresponding setup in the realm of spectra has rings R ⊂ S, thought
of as the coordinate rings of Y and X respectively. There is a map

π : SpecS → SpecR

given by π(Q) = R∩Q. When P = R∩Q we say that Q lies over P . If I is a
radical ideal of R and J is the radical of the ideal generated by I as a subset
of S, then π−1(Ṽ (I)) = Ṽ (J), so π is continuous.

Corresponding to our earlier discussion of the geometric significance of
Noether normalization, we should expect that π is well behaved when S is
integral over R. There are several important results in this direction. First of
all, we should hope that the fibers of π are zero dimensional:
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Proposition A9.6. If S is integral over R and Q is a prime of S, then Q is
maximal if and only if π(Q) is maximal.

Proof. Let P = R ∩ Q. The induced map R/P →֒ S/Q is an inclusion of
integral domains, and (by Proposition A7.17) S/Q is integral over R/P . Of
course, P is maximal if and only if R/P is a field, and similarly for Q, and
Proposition A7.15(c) implies that R/P is a field if and only if S/Q is a field.

The geometric picture of the next result is that if two irreducible varieties
in the domain have the same image, and one is contained in the other, then
they are the same.

Proposition A9.7. If S is integral over R, π(Q) = π(Q′) = P , and Q ⊂ Q′,
then Q = Q′.

Proof. The set U = R \ P is multiplicative, both as a subset of R and as a
subset of S. There is an induced inclusion U−1R →֒ U−1S, and (Corollary
A7.20) U−1S is integral over U−1R. Since Q∩U = ∅, U−1Q is a prime ideal of
U−1S (Proposition A5.6(c)) and it lies over U−1P , which is a maximal ideal of
U−1R. (In most other contexts we would of course write RP and PP instead
of U−1R and U−1P .) Therefore the last result implies that U−1Q is maximal.
This argument applies equally to Q′, so U−1Q = U−1Q′ and consequently
(Proposition A5.6(d)) Q = Q′.

Theorem A9.8 (Lying Over). If S is integral over R, then π is surjective.

Proof. Let P be a prime ideal of R, and let U = R\P . Then U−1S is integral
over U−1R (Corollary A7.20) so the hypotheses are satisfied with U−1R and
U−1S in place of R and S. If Z is a prime ideal of U−1S that lies over U−1P ,
then (Proposition A5.6) { s ∈ S : s/1 ∈ Z } is a prime ideal that lies over P .
Therefore we may assume that R is local, and it suffices to find a prime of S
lying over m.

We now show that mS is a proper ideal of S. If not there are r1, . . . , rk ∈ m

and s1, . . . , sk ∈ S such that r1s1 + · · · + rksk = 1, so S = R[s1, . . . , sk] is a
finitely generated R-algebra, and consequently (Proposition A7.11) finitely
generated as an R-module. But now mS = S implies S = 0 by Nakayama,
which is of course impossible.

Since mS is a proper ideal of S, it is contained in a maximal ideal Q. Now
π(Q) is an ideal containing m, which is maximal, so π(Q) = m.

The next two results are quite famous. The first is often stated as a matter
of being able to extend a chain of primes of S lying over a chain of ideals of
R. That is, for given primes P0 ⊂ · · · ⊂ Pn of R and Q0 ⊂ · · ·Qm of S
with π(Qi) = Pi, there are primes Qm+1 ⊂ · · · ⊂ Qn with Qm ⊂ Qm+1 and
π(Qj) = Pj . Of course this more elaborate version is proved by applying the
following special case inductively.
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Theorem A9.9 (Going Up, Cohen-Seidenberg). If S is an integral extension
of R, P ⊂ P ′ are primes of R, and π(Q) = P , then there is a prime Q′ of S
such that Q ⊂ Q′ and π(Q′) = P ′.

Proof. By Proposition A7.17, S/Q is integral over R/P . Every prime ideal of
S/Q is Q′/Q for some prime Q′ of S, and the last result gives such a Q′ with
Q′/Q ∩R/P = P ′/P , so that Q′ ∩R = P ′.

The Krull dimension of R is the maximum length d of a chain of distinct
prime ideals P0 ⊂ · · · ⊂ Pd. Proposition A9.7 implies that if S is integral over
R, then the Krull dimension of S cannot be larger than the Krull dimension
of R. Given a chain P0 ⊂ · · · ⊂ Pd in R, lying over implies that there is a Q0

with π(Q0) = P0, and going up then gives a preimage chain Q0 ⊂ · · · ⊂ Qd in
S, so together they imply the opposite inequality.

The next result is also often stated as a matter of extending chains of prime
ideals, and again the general form is proved by applying the special case below
inductively. It has been included here because of its geometric content, and
because it completes the picture in a sense, but (like everything else in this
section) it will not be applied later, so the reader may choose to bypass the
proof, which is relatively elaborate.

Theorem A9.10 (Going Down, Cohen-Seidenberg). Suppose R is a normal
domain and S is an integral extension of R that is an integral domain. If
P ′ ⊂ P are primes of R and π(Q) = P , then there is a prime Q′ of S such
that Q′ ⊂ Q and π(Q′) = P ′.

Three preliminary results prepare the proof. If R ⊂ S is an inclusion of
rings and I is an ideal of R, we say that s ∈ S is integral over I if it satisfies
a monic equation sn + an−1s

n−1 + · · · + a0 with a0, . . . , an−1 ∈ I. The set of
such s is the integral closure of I in S.

Lemma A9.11. If S is an integral extension of R and I is an ideal of R,
then the the integral closure of I in S is the radical of IS.

Proof. If s is integral over I, then the monic equation of the definition puts s
in the radical of IS. On the other hand suppose that sn = a1s1 + · · · + aksk
for some n, a1, . . . , ak ∈ I, and s1, . . . , sk ∈ S. Since S is integral over R,
M = R[s1, . . . , sk] is a finitely generated R-module (Proposition A7.11). If
ϕ :M →M is multiplication by sn, then ϕ(M) ⊂ IM , so the Cayley-Hamilton
theorem implies that ϕ satisfies some monic equation

p(ϕ) = ϕm + αm−1ϕ
m−1 + · · ·+ α0 = 0

with α0, . . . , αm−1 ∈ I. Multiplication by p(s) annihilates M , and 1 ∈ M , so
0 = p(s) = smn + αm−1s

(m−1)n + · · · + α0.
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Lemma A9.12. Let R be an integrally closed domain, and let K be its field
of fractions. If f, g ∈ K[x] are monic and fg ∈ R[x], then f, g ∈ R[x].

Proof. Let L/K be a field extension in which f and g split as products of
monic linear factors, and let S be the integral closure of R in L. Since f and
g are monic, their roots are elements of S. The coefficients of f and g are
polynomials in these roots, hence elements of S, and they are also elements of
K. But K ∩ S = R because R is integrally closed.

Lemma A9.13. Suppose that S is an integral extension of the integrally closed
domain R, and R does not contain any zero divisors of S. For a nonzero s ∈ S,
let εs : R[x]→ S be the evaluation map εs(f) = f(s). Then the kernel I of εs
is a principal ideal generated by a monic polynomial.

Proof. Since s is integral over R, it satisfies some monic polynomial h ∈ R[x],
so I 6= (0). Let K be the field of fractions of R. Then IK[x] is an ideal of
K[x], which is a PID, and IK[x] 6= (0), so IK[x] is generated by a polynomial
f , which may be taken to be monic. We have h = fg for some g ∈ K[x],
which must be monic, so from the last result f, g ∈ R[x].

For any nonzero j ∈ IK[x] there is a nonzero r ∈ R that clears denomi-
nators, so that rj ∈ IR[x] = I, whence rj(s) = 0. Therefore (since r is not a
zero divisor) j(s) = 0. In particular, f(s) = 0, which is to say that f ∈ I.

To complete the proof that I = fR[x] we must show that f divides an
arbitrary p ∈ I. Since fK[x] = IK[x], there is a q ∈ R[x] and a nonzero
r ∈ R such that p = fq/r. In view of our goal, we may assume that r is not a
unit. Passing to residue classes in (R/(r))[x], the equation rp = fq becomes
0 = f̃ q̃. Since f is monic, f̃ 6= 0, so q̃ = 0, and thus q/r ∈ R[x], as desired.

Proof of Theorem A9.10. Let T be the set of all products rs of elements r ∈
R \ P ′ and s ∈ S \ Q. Since S is an integral domain, T does not contain 0
and is consequently a multiplicative subset of S. Also, R \ P ′ and S \Q are
subsets of T because 1 ∈ (R \ P ′) ∩ (S \Q).

The bulk of the proof is concerned with showing that P ′S ∩ T = ∅, but
first we explain why this implies the result. Basic facts concerning localization
(Proposition A5.6) imply that P ′ST is a proper ideal of ST and is consequently
contained in a maximal ideal m, which is Q′ST for some prime Q′ of S that
does not meet T , so that Q′ ∩R ⊂ P ′ and Q′ ⊂ Q. Since P ′ ⊂ { s ∈ S : s/1 ∈
m } = Q′ we actually have P ′ = Q′ ∩R = π(Q′), as desired.

Aiming at a contradiction, suppose that rs ∈ P ′S ∩ T where r ∈ R \ P ′

and s ∈ S \Q. Because rs is an element of (the radical of) P ′S, Lemma A9.11
implies that there is a monic polynomial f(x) = xm + an−1x

m−1 + · · · + a0
with a0, . . . , am−1 ∈ P

′ and f(rs) = 0. Let

g(x) = rmxm + rm−1am−1x
m−1 + · · ·+ a0.
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Then g(s) = f(rs) = 0. By Lemma A9.13 there is a monic polynomial h ∈
R[x] that generates the kernel of the evaluation map εs : R[x]→ S. Therefore
g = hj for some j ∈ R[x]. Passing to residue classes in the polynomial ring
(R/P ′)[x], we have g̃ = h̃j̃. Since R/P ′ is an integral domain, g̃ = r̃mxm 6= 0,
where r̃ is the residue of r, and h̃ and j̃ are monomials. Since h is monic,
h̃ = xk for some k ≤ m, so

h(x) = xk + αk−1x
k−1 + · · ·+ α0

for some α0, . . . , αk−1 ∈ P ′. Since h(s) = 0, Lemma A9.11 implies that s
belongs to the radical of P ′S. But P ′S ⊂ PS ⊂ Q and Q is prime, so s ∈ Q,
contrary to assumption.

A10 Associated Primes

Fix an R-module M . A prime P is associated to M if P is the annihilator
of some element of M . Put another way, for m ∈ M the ideal Ann(m) is an
associated prime of M if and only if it is proper (i.e., m 6= 0) and prime. For a
geometric interpretation one may imagine that R is the coordinate ring of an
affine variety and M is an R-module of functions defined on that variety. The
prime ideal consisting of those functions that vanish on a certain irreducible
component of the variety is associated to M if some m ∈ M is nonzero on a
dense subset of that component and vanishes outside it.

The set of associated primes of M is denoted by Ass(M), or AssR(M)
if more than one ring is under discussion. An automatic consequence of the
definition is that Ass(N) ⊂ Ass(M) whenever N is a submodule of M , and
by extension whenever there is an injection mapping N into M .

Even though an ideal I is an R-module, by convention the set of associated
primes of I is Ass(R/I). (One of the reasons this convention works rather well
is that when M ∼= R, the associated primes of M are the associated primes of
the ideal (0).) Note that if P is a prime of R, then Ass(R/P ) = {P} because
P is the annihilator of every nonzero element of R/P . This simple example is
implicitly the key building block of much of the following analysis.

Lemma A10.1. A prime P is associated to M if and only if there is an
injective homomorphism R/P →M .

Proof. When P = Ann(m) there is the injection r + P 7→ rm. Conversely, if
R/P →M is injective, then P is the annihilator of the image of 1 + P .

The next result is frequently applied to show that Ass(M) 6= ∅ when R is
Noetherian.

Lemma A10.2. The maximal elements of {Ann(m) : 0 6= m ∈ M } are
associated primes.
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Proof. We show that if Ann(m) isn’t prime, then it isn’t maximal. If ab ∈
Ann(m) and a, b /∈ Ann(m), then bm 6= 0 and Ann(bm) is a proper superset
of Ann(m) because it contains a.

The set of zerodivisors of R is
⋃
r∈RAnn(r), so this has the following simple

consequence.

Corollary A10.3. If R is Noetherian, the set of zerodivisors of M is the
union of the maximal associated primes of (0).

When R is reduced, every zerodivisor is contained in a prime that is min-
imal over (0) (Lemma A2.10) so each associated prime is contained in the
union of the minimal primes. For Noetherian reduced rings there will be a
more precise result below.

The support indexmodule!support of of a M , denoted by Supp(M), is the
set of prime ideals P such that MP 6= 0.

Proposition A10.4. Ass(M) ⊂ Supp(M).

Proof. Suppose that P ∈ Ass(M). The result above gives an exact sequence
0 → R/P → M . Since RP is flat (Proposition A6.8) applying the exact
functor – ⊗R RP to this and 0 → P → R → R/P → 0 gives exact sequences
0→ R/P ⊗R RP →MP and 0→ PP → RP → R/P ⊗R RP → 0. Since PP is
a proper subset of RP , R/P ⊗R RP 6= 0, and it follows that MP 6= 0.

When M is finitely generated Supp(M) has a simple characterization.

Lemma A10.5. If M is finitely generated, then Supp(M) is the set of primes
that contain Ann(M).

Proof. Fix a prime P . An element m ∈ M goes to zero in MP if and only if
there is some r /∈ P with rm = 0. Since M is finitely generated, MP = 0 if
and only if there is such an element for each generator. Since the product of
these elements is not in P , MP = 0 if and only if there is some r /∈ P that
takes all generators to 0, which is to say that there is some r ∈ Ann(M) \ P .
Equivalently, P ∈ Supp(M) if and only if Ann(M) ⊂ P .

Let S be a multiplicatively closed subset of R. As we explained in Propo-
sition A5.6, the prime ideals of S−1R are the S−1P where P is a prime of R
that does not intersect S.

Proposition A10.6. Suppose that R is Noetherian and P is a prime.

(a) If P = Ann(m) and P ∩ S = ∅, then S−1P = Ann(m/1).

(b) If m/s 6= 0, S−1P = AnnS−1R(m/s) then P ∩ S = ∅ and P = Ann(tm)
for some t ∈ S.
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Consequently AssS−1R(S
−1M) = {S−1P : P ∈ Ass(M) and P ∩ S = ∅ }.

Proof. (a) Clearly S−1P ⊂ AnnS−1R(m/1). If (a/s)(m/1) = 0, then atm = 0
for some t ∈ S. We have at ∈ P and thus a ∈ P because t /∈ P . Therefore
AnnS−1R(m/1) ⊂ S

−1P .

(b) If s ∈ P ∩S, then S−1P = (s/s) = S−1R, which is impossible (only 0/1 is
annihilated by all of S−1R) so P ∩S = ∅. Since R is Noetherian, P has a finite
set of generators a1, . . . , ak. For each i there is some ti ∈ S with tiaim = 0.
Let t = t1 · · · tk. Now P ⊂ Ann(tm). If atm = 0, then (sat/1) · (m/s) = 0, so
that sat ∈ P and consequently a ∈ P . Therefore Ann(tm) = P .

Theorem A10.7. If R is Noetherian, then Supp(M) is the set of primes that
contain elements of Ass(M). Consequently the minimal elements of Ass(M)
and Supp(M) coincide.

Proof. Suppose that P ∈ Supp(M). By definition MP 6= 0. Since R is
Noetherian, Lemma A10.2 implies that Ass(MP ) 6= ∅. In view of Proposition
A10.6 this means precisely that there is some P ′ ∈ Ass(M) with P ′ ⊂ P .

Conversely, if P is a prime that contains some associated prime P ′ =
Ann(m), then MP 6= 0 because Ann(m/1) = P ′

P is a proper subset of RP .

An associated prime that is not minimal is said to be embedded. We
summarize the consequences of Lemma A10.5 and the last result when their
hypotheses hold.

Theorem A10.8. If R is Noetherian andM is finitely generated, then Supp(M)
is the set of primes that contain Ann(M), and Ass(M) is a subset that includes
the primes that are minimal over Ann(M).

The specific consequences of this for ideals are worth emphasizing.

Theorem A10.9. If R is Noetherian and I is an ideal, then Supp(R/I) is
the set of primes ideals containing I, and the set of primes associated to I is
a subset that includes all the primes that are minimal over I.

From Lemma A2.10 we know that if R is reduced, then the zerodivisors
are contained in the union of the primes that are minimal over (0), and from
Corollary A10.3 it follows that each prime associated to (0) is contained in
this union. When R is Noetherian there is a more precise result whose proof
uses the following very useful fact, which is known as prime avoidance.

Lemma A10.10 (Prime Avoidance). If I, J1, . . . , Jn are ideals, I ⊂
⋃
j Jj ,

and at most two of the Jj are not prime, then I is contained in some Jj .

Proof. We use induction on n, with the case n = 1 being trivial. The induction
hypothesis implies the claim if I is contained in any union of n−1 of the ideals
J1, . . . , Jn, so we may suppose that for each j there is an xj ∈ I \

⋃
i 6=j Ji.
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When n = 2 this gives a contradiction because x1 + x2 is in I but not in J1
or J2. If n > 2 we may suppose that J1 is prime, so that x2 · · · xn /∈ J1 and
x1 + x2 · · · xn is in I, but not in any Jj , which is again a contradiction.

We rephrase prime avoidance to put it in the form in which it is most
commonly applied later, and to explain its name.

Corollary A10.11. If J1, . . . , Jn are ideals, at most two of which are not
prime, and I is an ideal that is not contained in any Jj , then there is an
x ∈ I \

⋃
Jj .

Proposition A10.12. If R is Noetherian and reduced, then the primes asso-
ciated to (0) are the minimal primes.

Proof. Above we saw that each prime associated to (0) is contained in the
union of the minimal primes, which are finite in number (Proposition A4.10).
Prime avoidance implies that each prime associated to (0) must be contained
in (and therefore coincide with) one of the minimal primes. But above we saw
that each minimal prime is associated to (0).

Suppose R is the coordinate ring of an affine algebraic set V and I is an
ideal. Each prime that is minimal over I is the set of functions that vanish
on one of the irreducible components of the set W ⊂ V where all elements of
I vanish. If I is radical, so that R/I is reduced, there are no other primes
associated to I. If I is not radical and P is an embedded prime associated to
I, then we think of the set Z ⊂ W where all elements of P vanish as a set
where the elements of I satisfy some additional condition, for instance that
some partial derivative or Jacobean vanishes.

The remainder of this section studies the finiteness of Ass(M).

Lemma A10.13. If 0 → M ′ → M → M ′′ → 0 is a short exact sequence of
R-modules, then

Ass(M ′) ⊂ Ass(M) ⊂ Ass(M ′) ∪Ass(M ′′).

Proof. The first inclusion is immediate. For the second, suppose P = Ann(m)
for some m ∈ M . For any a ∈ R \ P we have am 6= 0 and Ann(am) = P
because P ⊂ Ann(am) automatically, and if b ∈ Ann(am), then abm = 0,
which implies that ab ∈ P and therefore b ∈ P because P is prime. Since
this is the case for every nonzero am ∈ Rm, either Rm ∩M ′ = 0 or P ∈
Ass(M ′). In the former case the restriction of M → M ′′ to Rm is injective,
and consequently P is the annihilator of the image of m in M ′′.

Corollary A10.14. For any R-modules M and N , Ass(M ⊕N) = Ass(M)∪
Ass(N).
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Proof. Apply the last result to the short exact sequences

0→M →M ⊕N → N → 0 and 0→ N →M ⊕N →M → 0.

Proposition A10.15. If R is Noetherian and M is finitely generated, then
there is a chain of submodules 0 = M0 ⊂ · · · ⊂ Mn = M with each Mi/Mi−1

isomorphic to R/Pi for some prime Pi.

Proof. Lemma A10.2 implies that M has an associated prime, say P1 =
Ann(m1). Then M1 = Rm1 is a submodule of M that is isomorphic to
R/P1. Similarly, if P2 = Ann(m2+M1) is an associated prime of M/M1, then
M2 = Rm1 + Rm2 is a submodule with M1/M2 isomorphic to R/P2, and so
forth. Since M is Noetherian (Proposition A4.7) this construction eventually
arrives at Mn =M .

Theorem A10.16. If R is Noetherian and M is finitely generated, then
Ass(M) is finite.

Proof. Let 0 =M0 ⊂ · · · ⊂Mn =M be as in the last result. Applying Lemma
A10.13 to the short exact sequence 0 → Mi−1 → Mi → Mi/Mi−1 → 0 gives
Ass(Mi) ⊂ Ass(Mi−1) ∪ {Pi} for all i, so Ass(M) ⊂ {P1, . . . , Pn}.

A11 Primes Associated to Principal Ideals

This section develops a specific result cited by Serre. In this way we are led
to briefly touch upon discrete valuation rings, and to apply related methods.
Of the many topics not considered in this book, for the sake of minimality,
the theory of discrete valuation rings and Dedekind domains is certainly one
of the most important.

Let K be a field, and let K∗ = K \ {0}. A discrete valuation for K is a
function v : K∗ → Z such that for all x, y ∈ K:

(a) v(xy) = v(x) + v(y);

(b) v(x+ y) ≥ min{v(x), v(y)}.

For example, given a prime p, any nonzero r ∈ Q can be written as pv(r)s/t
where s and t are integers that are not divisible by p. Similarly, if P ∈ K[X]
is irreducible, then any nonzero f ∈ K(X) is P v(f)Q/R where Q and R are
polynomials that are not divisible by P .

The valuation ring of v is

Rv = {x ∈ K : v(x) ≥ 0 } ∪ {0}.
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Evidently (a) and (b) imply that Rv is closed under addition and multipli-
cation of nonzero elements, and it is trivially closed under addition of 0 and
multiplication by 0, so it is in fact a ring. Let

mv = {x ∈ Rv : v(x) > 0 } ∪ {0}.

It is equally obvious that mv is an ideal. By (a), v(1) = v(1) + v(1), so
v(1) = 0, and v(x−1) = −v(x), so every x such that v(x) = 0 is a unit of Rv.
Consequently mv is the unique maximal ideal, so Rv is local. Furthermore,
mv = (y) for any y such that v(y) = 1, because the ratio of any two such
elements is a unit. In fact if I is any ideal and y is an element of smallest
valuation, then I = (y), so the ideals of Rv are the powers of mv.

Turning the definitions around, R is a discrete valuation ring (DVR) if it
is an integral domain and there is a valuation on its field of fractions for which
it is the valuation ring.

Proposition A11.1. If R is an integral domain, then it is a DVR if and only
if it is a Noetherian local ring and m is principal.

Proof. That R is local and m is principal when R is a DVR was argued above.
Since the ideals are the powers of m, it is Noetherian.

Suppose that R is Noetherian and local, and m is principal, say m = (t).
Nakayama’s lemma implies that

⋂∞
n=1m

n = (0), so for any nonzero a ∈ R
there is a maximal n such that a ∈ mn. Then a = utn for some u ∈ R, which
must be a unit because a /∈ mn+1. Thus R is the disjoint union {0}∪

⋃
n≥0 t

nU
where U is the group of units, and the quotient field is the disjoint union
{0} ∪

⋃
n∈Z t

nU . Set v(r) = n for r ∈ tnU . It is easy to check that this
function satisfies (a) and (b).

Theorem A11.2. If R is a Noetherian normal domain and I = (x) is a
principal ideal, then any prime P associated to I is minimal over I.

Proof. There is a y ∈ R such that P = (I : y). Let K be the quotient field
of R, and let a = y/x ∈ K. For any nonzero r, s ∈ R, if a = r/s, then
ys = rx ∈ I and consequently s ∈ P . Therefore a /∈ RP . We also have
aP = { py/x : py ∈ I } ⊂ R, so aPP ⊂ RP . There are now two possibilities
for aPP .

First suppose that aPP is a proper ideal of RP , and consequently aPP ⊂
PP . The Cayley-Hamilton theorem (applied to the endormorphism p/s 7→
ap/s of PP ) implies that an + cn−1a

n−1 + · · ·+ c0 = 0 for some n and cn−1 =
pn−1/sn−1, . . . , c0 = p0/s0 ∈ PP . Let s = s0 · · · sn−1. Multiplying by sn shows
that sa satisfies a monic polynomial with coefficients in R, so sa ∈ R, because
R is integrally closed, and consequently a ∈ RP , but this is false.

Therefore aPP = RP . Let

P−1
P = { c ∈ K : cPP ⊂ RP },
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and let P−1
P ·PP be the set of sums of products cb where b ∈ PP and c ∈ P−1

P .
Then the definition of P−1

P gives P−1
P · PP ⊂ RP , and since a ∈ P−1

P we have
P−1
P · PP = RP . Nakayama’s lemma implies that (PP )

2 6= PP . Choose a
t ∈ PP \ (PP )

2. If tP−1
P ⊂ PP , then tRP = tP−1

P · PP ⊂ (PP )
2, which is

impossible because t /∈ (PP )
2. Therefore tP−1

P is not contained in PP , but it is
an RP -module contained in RP , so tP

−1
P = RP . Now PP = tP−1

P · PP = tRP ,
so PP is principal. Of course RP is local with maximal ideal PP , and it is
Noetherian because R is. Therefore RP is a DVR, and PP and (0) are its
only prime ideals. Correspondingly, (0) is the only prime properly contained
in P .

A12 Primary Decomposition

Primary decomposition is a weaker concept than prime factorization, and it
is possible in a much wider range of circumstances. It was introduced for
polynomial rings by Lasker (World Chess Champion and student of Hilbert)
in 1905. The theory was subsequently generalized and simplified by Emmy
Noether, using the ascending chain condition. Accordingly, throughout this
section we assume that R is Noetherian.

Fix an R-module M . In preparation for the main definition we establish
that various conditions are equivalent.

Proposition A12.1. If M is finitely generated, then the following are equiv-
alent:

(a) Ann(m) ⊂ rad(Ann(M)) for all nonzero m ∈M ;

(b) Ass(M) = {rad(Ann(M))};

(c) Ass(M) is a singleton.

Proof. Let I = rad(Ann(M)). First suppose that (a) holds. Each associated
prime contains Ann(M), so it contains I because primes are radical, but (a)
implies that it is contained in I. Thus I is the only possible associated prime,
and Lemma A10.2 guarantees that there is at least one associated prime, so
(a) implies (b). Obviously (b) implies (c).

Now suppose that (c) holds, so Ass(M) = {P} for some P . Theorem A10.8
implies that Ass(M) contains every prime that is minimal over Ann(M), and
Proposition A2.5 implies that there is at least one such prime, so P is the
unique such prime. Since I is the intersection of the primes that are minimal
over Ann(M) (Corollary A2.9) we have P = I. If, for some m, Ann(m) was
not contained in P , among such m there would be one for which Ann(m) was
maximal and consequently (Lemma A10.2) a second element of Ass(M). Thus
(c) implies (a).
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We say that a submodule M ′ ⊂ M is P -primary if Ass(M/M ′) = {P},
and that M ′ is primary if it is P -primary for some P . In view of this result,
M ′ is primary if and only if each zero divisor ofM/M ′ is in rad(Ann(M/M ′)).

Lemma A12.2. If M ′ is an irreducible submodule of M , it is primary.

Proof. Since R is Noetherian, Lemma A10.2 implies that M/M ′ has at least
one associated prime, so if M ′ is not primary there are distinct P1, P2 ∈
Ass(M/M ′). Lemma A10.1 implies that Ass(M/M ′) has one submodule M ′

1

that is isomorphic to R/P1 and another M ′
2 that is isomorphic to R/P2. For

i = 1, 2 the annihilator of every nonzero element ofM ′
i is Pi, soM

′
1∩M

′
2 = {0}.

The preimages M1 and M2 of these modules in M contain M ′ strictly, and
M1 ∩ M2 is the preimage of M ′

1 ∩ M
′
2, so M1 ∩ M2 = M ′, contradicting

irreducibility.

Fix a submodule N ⊂M . A primary decomposition of N is a representa-
tion of N as a finite intersection N =

⋂k
i=1Mi where each Mi is primary.

Theorem A12.3. If M is finitely generated, then N has a primary decom-
position.

Proof. Lemma A4.8 states thatN is a finite intersection
⋂k
i=1Mi of irreducible

submodules.

As we mentioned earlier, a linear subspace of a vector space can be an
intersection of codimension 1 subspaces in many different ways, so primary
decompositions are far from unique. Nevertheless, the primes are uniquely
determined if the decomposition is irredundant.

Theorem A12.4. Suppose that M is finitely generated and N =
⋂k
i=1Mi

is a primary decomposition. If each Mi is Pi-primary, then Ass(M/N) ⊂
{P1, . . . , Pk}. If the decomposition is irredundant, in the sense that

⋂
i 6=jMi 6=

0 for all j, then Ass(M/N) = {P1, . . . , Pk}.

Proof. The assertions concern the primary decomposition 0 =
⋃k
i=1Mi/N in

M/N , so we may assume that N = 0. The natural map M → ⊕iM/Mi is
injective, so (Corollary A10.14) Ass(M) ⊂ {P1, . . . , Pk}.

Now suppose that the decomposition is irredundant. For a given j we will
show that Pj ∈ Ass(M). We have

⋂
i 6=jMi 6= 0 and Mj ∩

⋂
i 6=jMi = 0, so

Lemma A1.2 gives

⋂

i 6=j

Mi =
(⋂

i 6=j

Mi

)/(
Mj ∩

⋂

i 6=j

Mi

)
∼=

(⋂

i 6=j

Mi +Mj

)/
Mj ⊂M/Mj .

Therefore Ass(
⋂
i 6=jMi) ⊂ Ass(M/Mj) = {Pj}, and since R is Noetherian,

Lemma A10.2 implies that Ass(
⋂
i 6=jMi) 6= ∅.
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An ideal Q is primary if it is a primary submodule of R. We have
Ann(R/Q) = Q (note that Ann(1 + Q) = Q) so if Q is primary, then
P = rad(Q) is a prime and Ass(R/Q) = {P}. In this circumstance we say
that Q is P -primary. Condition (a) of Proposition A12.1 gives the concrete
condition that is most commonly given as the definition of a primary ideal:
r, s ∈ R \Q and rs ∈ Q (so r ∈ Ann(s+Q)) then r ∈ rad(Q).

If R is a UFD and a = pj11 · · · p
jk
n is a prime factorization of a ring element

a, then (a) =
⋂k
i=1(p

ji
i ), so primary decomposition is a generalization of prime

factorization. However, an ideal Q need not be primary even if P = rad(Q) is
prime and Q is a power of P . For example, let R = K[X,Y,Z]/(XY − Z2),
let x, y, and z be the images of X, Y , and Z in R, and let P = (x, z) and
Q = P 2. Then R/P ∼= K[Y ] is an integral domain, so P is prime. Of course
rad(Q) ⊂ P , and for any f, g ∈ R we have (fx + gz)3 ∈ Q, so rad(Q) = P .
An element of P has the form f + zg where f, g ∈ K[x, y] have no constant
terms, and in each of their monomials the exponent of x is at least as large
as the exponent of y. In addition all the monomials of an element of Q have
total degree at least two. Therefore xy = z2 ∈ Q, x /∈ Q, and Q does not
contain any power of y, so Q is not primary.

Nevertheless there is one positive result in this direction.

Proposition A12.5. If Q is an ideal and rad(Q) = m is maximal, then Q is
m-primary.

Proof. The image of m in R/Q is the nilradical of this quotient, by hypothesis,
and a maximal ideal. Therefore every element of R/Q is either a unit or a
nilpotent. In particular any zerodivisor is nilpotent, which is condition (a)
above.

It can easily happen that an ideal has a maximal ideal as its radical without
being a power of the maximal ideal (e.g., (X,Y ) = rad((X2, Y )) in K[X,Y ])
so a P -primary ideal need not be a power of P .

We need one more result concerning primary decompositions of an ideal
I. Recall that if x ∈ R, then (I : x) = { a ∈ R : ax ∈ I }.

Proposition A12.6. Let I =
⋂k
i=1Qi be a minimal primary decomposition

of the ideal I, and for each i let Pi = rad(Qi). Then

k⋃

i=1

Pi = {x ∈ R : (I : x) 6= I }.

Proof. In R/I each Qi/I is Pi/I-primary, and the claim follows if we can show
that

⋃k
i=1 Pi/I is the set of zerodivisors of R/I. Therefore we may assume

that I = (0). Let D be the set of zerodivisors.

Since the decomposition is minimal, Theorem A12.3 implies that each Pi
is a prime associated to (0), so there is an xi such Pi = Ann(xi). Thus
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⋃
i Pi ⊂ D. To prove the reverse inclusion observe that

D = rad(D) = rad
( ⋃

x 6=0

(0 : x)
)
=

⋃

x 6=0

rad(0 : x).

It suffices to show that (0 : x) ⊂
⋃
i Pi for a given x 6= 0. We have

(0 : x) =
(⋂

Qi : x
)
=

⋂
(Qi : x) =

⋂

i:x/∈Qi

(Qi : x)

because (Qi : x) = R when x ∈ Qi. There is at least one i such that x /∈ Qi
because x 6= 0. If y ∈ (Qi : x), then xy ∈ Qi, so y ∈ rad(Qi) = Pi because Qi
is Pi-primary. Therefore

rad(0 : x) =
⋂

i:x/∈Qi

rad(Qi : x) ⊂
⋂

i:x/∈Qi

Pi ⊂
⋃

i

Pi.

A13 Chains of Submodules

In this section we study finiteness conditions on submodules of a given R-
module M . Our aim is to apply these results to R itself, and then in the next
section to achieve a good understanding of Artinian rings.

An R-module N is simple if N and 0 are its only submodules. If this is
the case, then Rx = N for any nonzero x ∈ N , and r+Ann(x) 7→ rx is an iso-
morphism between R/Ann(x) and N . Moreover, Ann(x) must be a maximal
ideal, because otherwise N would have a submodule that was isomorphic to
an ideal that contained Ann(x) properly. Thus a simple module N is a module
that is isomorphic to R/m for some maximal ideal m. Conversely, each such
R/m is simple, obviously.

A chain of submodules of M is a finite sequence of submodules

M =M0 ⊃M1 ⊃ · · · ⊃Mn

with all containments strict; the length of this chain is n. The chain is a
composition series for M if each Mj/Mj+1 is simple and Mn = 0. The length
of M is the least length of any composition series for M , or ∞ if M has no
composition series.

Lemma A13.1. If M has finite length and M ′ is a proper submodule, then
length(M ′) < length(M).

Proof. Let M = M0 ⊃ M1 ⊃ · · · ⊃ Mn = 0 be a composition series for M ,
and for each j = 0, . . . , n let Nj = M ′ ∩Mj . Of course Nn = 0. For j < n
Lemma A1.2 gives an isomorphism

Nj/Nj+1 = Nj/(Nj ∩Mj+1) ∼= (Nj +Mj+1)/Mj+1 ⊂Mj/Mj+1.
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Consequently each Nj/Nj+1 is either simple or zero, and we can obtain a
composition series forM ′ by removing redundant modules, so the only way the
result can fail is if each Nj/Nj+1 is nonzero. But N0 = 0, and if Nj+1 =Mj+1

and Nj 6= Nj+1, then Nj = Mj because Nj/Mj+1 is contained in the simple
module Mj/Mj+1. Therefore, if all Nj/Nj+1 were nonzero, we would have
M ′ =M , contrary to hypothesis.

Via a simple application of the last result, we find that the length can be
studied using any chain.

Proposition A13.2. If M has finite length, then the length of any chain for
M is not greater than the length of M . Consequently all composition series
have the same length, and any chain refines to a composition series.

Proof. We argue by induction on the length of M . When M has length zero
the claim is trivial. Let M = M0 ⊃ M1 ⊃ · · · ⊃ Mn be a chain for M . The
last result implies that the length of M1 is less than the length of M , and the
induction hypotheses implies that the length of M1 is at least n− 1.

If a chain is not a composition series, it is possible, by definition, to refine
it by inserting an intermediate submodule between two of its terms.

Proposition A13.3. An R-module M has finite length if and only if it is
both Noetherian and Artinian.

Proof. Suppose that M is Noetherian and Artinian. Since it is Noetherian we
may choose a maximal proper submodule M1, a maximal proper submodule
M2 of M1, and so forth. Since M is Artinian, this sequence terminates, nec-
essarily at 0. Then M =M0 ⊃M1 ⊃ · · · ⊃Mn = 0 is a composition series for
M .

Conversely if M has finite length, then Proposition A13.2 implies that it
is both Noetherian and Artinian.

There are now three results, which are mostly quite obvious, providing
information about the simplest situations in which different lengths might be
compared.

Lemma A13.4. If I is an ideal contained in Ann(M), then the length of M
as an R-module is finite if and only the length as an R/I-module is finite, and
the two lengths are the same when both are finite.

Proof. The composition series for M as an R-module are the composition
series for M as an R/I-module.

Lemma A13.5. If M0 ⊃ · · · ⊃Mn is a chain of R-modules and M0/Mn has
finite length, then

length(M0/Mn) =

n∑

i=1

length(Mi−1/Mi).
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Proof. The chain M0/Mn ⊃ · · ·Mn−1/Mn ⊃ 0 refines to a composition se-
ries for M0/Mn, and taking the quotient by Mi of the resulting chain from
Mi−1/Mn to Mi/Mn gives a composition series for Mi−1/Mi.

Proposition A13.6. If 0→ L
α✲ M

β✲ N → 0 is a short exact sequence
of R-modules and L and N have finite length, then

length(M) = length(L) + length(N).

Proof. If L = L0 ⊃ L1 ⊃ · · · ⊃ Lm and N = N0 ⊃ N1 ⊃ · · · ⊃ Np are
composition series for L and N , then

M = β−1(N0) ⊃ · · · ⊃ β
−1(Np) = α(L0) ⊃ · · · ⊃ α(Lm) = 0

is a composition series for M .

A14 Artinian Rings

As we demonstrate below, Artinian rings are a special type of Noetherian ring,
and consequently they arise rather infrequently. Nevertheless, we will need to
have a good understanding of them.

Proposition A14.1. If R is Artinian, then each of its primes is maximal.

Proof. Let P be a prime ideal. The ideals of R/P are derived from the ideals
of R that contain P , so R/P is Artinian. Let a be a nonzero element of R/P .
Since R/P is Artinian, (an+1) = (an) for some n, whence an = ban+1 for some
b, and ab = 1 because R/P is an integral domain. Thus every nonzero element
of R/P has an inverse, i.e., R/P is a field.

Let N be the nilradical of R.

Proposition A14.2. If R is Artinian, then N is nilpotent.

Proof. The sequence N ⊃ N2 ⊃ · · · is eventually constant, say with value
I. Seeking a contradiction, suppose that I 6= (0). The set of ideals I ′ such
that II ′ 6= 0 is nonempty because I is an element, so (Lemma A4.2) it has
a minimal element J . Let a be an element of J with aI 6= 0. Then J = (a)
because J is minimal. In addition, (aI)I = aI2 = aI 6= 0, and aI ⊂ (a), so
minimality implies that aI = (a). Therefore there is a b ∈ I such that ab = a,
and we have a = ab = ab2 = · · · , but b ∈ I ⊂ N , so bk = 0 for large k, and
consequently a = 0, which contradicts aI 6= 0.

Noetherian rings also have this property.

Lemma A14.3. If the nilradical N is finitely generated, it is nilpotent.
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Proof. Suppose that N = (x1, . . . , xn). For each i there is some ki such that
xk1i = 0. For each K, NK is generated by those xℓ11 · · · x

ℓn
n with

∑
i ℓi = K,

and if K = 1− n+
∑

i ki, then N
K = 0.

Our next result concerning Artinian rings requires a basic fact.

Proposition A14.4. If I1, . . . , In are ideals and P is a prime ideal that con-
tains the product I1 · · · In, then P contains some Ij . Consequently P contains
some Ij whenever

⋂n
j=1 Ij ⊂ P .

Proof. If there is an ij ∈ Ij \ P for each j, then i1 · · · in ∈ I1 · · · In \ P .

Proposition A14.5. If R is Artinian, then it has only finitely many maximal
ideals.

Proof. The set of finite intersections of maximal ideals has a minimal ele-
ment (Lemma A4.2) say m1 ∩ · · · ∩ mn. Each maximal ideal m contains this
intersection, and Proposition A14.4 implies that m contains some mj.

Proposition A14.6. If (0) is a product m1 · · ·mn of (not necessarily distinct)
maximal ideals, then R is Noetherian if and only if it is Artinian.

Proof. We consider the descending sequence

R ⊃ m1 ⊃ m1m2 ⊃ · · · ⊃ m1 · · ·mn = 0.

For each j = 0, . . . , n − 1 an additive subgroup of m1 · · ·mj−1/m1 · · ·mj is
closed under multiplication by scalars in R if and only if it is closed under
multiplication by scalars in the field R/mj, where the scalar multiplication is

(a+mj)(m+m1 · · ·mj) = am+m1 · · ·mj.

Thus the submodules of theR-modulem1 · · ·mj−1/m1 · · ·mj are the linear sub-
spaces of m1 · · ·mj−1/m1 · · ·mj regarded as a vector space over R/mj . A finite
dimensional vector space is both Noetherian and Artinian, and an infinite
dimensional vector space is neither, so m1 · · ·mj−1/m1 · · ·mj is a Noetherian
module if and only if it is an Artinian module.

Evidently R is Noetherian if and only if each m1 · · ·mj (including R, cor-
responding to j = 0) is Noetherian. Multiple applications of Proposition A4.4
to the short exact sequences

0→ m1 · · ·mj → m1 · · ·mj−1 → m1 · · ·mj−1/m1 · · ·mj → 0

show that each m1 · · ·mj is Noetherian if and only if each m1 · · ·mj−1/m1 · · ·mj

is Noetherian. This is so if and only if each m1 · · ·mj−1/m1 · · ·mj is Artinian,
and multiple applications of Proposition A4.4 show that the latter condition
holds if and only if each m1 · · ·mj is Artinian, which is the case if and only if
R is Artinian.
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Recall that the Krull dimension of R is the maximum length r of a chain

Pr ⊃ Pr−1 ⊃ · · · ⊃ P1 ⊃ P0

of distinct prime ideals. In particular, a 0-dimensional ring is one whose prime
ideals are all maximal.

Theorem A14.7. The following are equivalent:

(a) R is Noetherian and 0-dimensional;

(b) R is Artinian.

Proof. Suppose that R is Noetherian and zero dimensional. Then (Corollary
A2.9) N is the intersection of the prime ideals that are minimal over it, which
are finite in number (Proposition A4.11), and since R is 0-dimensional, each
of these is maximal. Thus m1 · · ·mk ⊂

⋂
j mj = N for some maximal ideals

m1, . . . ,mk. Lemma A14.3 implies thatN is nilpotent, so (0) is a finite product
of maximal ideals, and Proposition A14.6 implies that R is Artinian.

Now suppose that R is Artinian. Above we saw that R is 0-dimensional.
so every prime ideal is maximal. In addition we saw that there are finitely
many of these, say m1, . . . ,mk. Corollary A2.9 gives N =

⋂
imi, and of course

m1 · · ·mk ⊂
⋂
imi. Since N is nilpotent, (0) is a finite product of maximal

ideals, so (Proposition A14.6) R is Noetherian.

This result has several easy and important consequences.

Corollary A14.8. A ring is Artinian if and only if it has finite length.

Proof. A ring has finite length if and only if it is both Noetherian and Artinian
(Proposition A13.3) which (by the last result) is the same as being Artinian.

Corollary A14.9. If R is Artinian, then an R-module M has finite length if
and only if it is finitely generated.

Proof. If M has finite length, then it is Noetherian, hence finitely generated,
because any ascending chain of submodules refines to a composition series.

If M is generated by x1, . . . , xr, then there is a surjective homomorphism
ϕ : Rr → M . In the obvious way we may use a composition series for R to
create a composition series for Rr (incidently demonstrating that the length
of Rr is r times the length of R) and the image of this is (after removing
redundant terms) a composition series for M .

Lemma A14.10. If R is Noetherian, I is an ideal, and R/I is Artinian, then
R/In is Artinian for all n.
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Proof. Every prime ideal of R/In is of the form P/In where P is a prime of
R that contains In. For any r ∈ I, rn ∈ P , so r ∈ P . Therefore P contains
I, and P/I is a prime of R/I. Since R/I is Artinian, P/I is a maximal ideal
of R/I, so P is a maximal ideal of R and P/In is a maximal ideal of R/In.
Thus every ideal of R/In is maximal, and of course R/In is Noetherian.

Lemma A14.11. If R is Noetherian, m is a maximal ideal, and I is m-
primary, then R/I is Artinian.

Proof. Since m = rad(I) is finitely generated, mn ⊂ I for some large n. Since
R/m is a field, it is Artinian, so the last result implies that R/mn is Artinian,
and consequently R/I is Artinian.

Lemma A14.12. If R is Noetherian, M is a finitely generated R-module,
and S = R/Ann(M) is Artinian, then M has finite length.

Proof. Since M is a finitely generated, it is a Noetherian R-module and an
Artinian S-module (Proposition A4.6). The R-submodules and S-submodules
of M are the same, so M is also Artinian as an R-module, and Proposition
A13.3 implies the claim.



Chapter B

Elements of Homological Algebra

Chapters B, C, and D provide an introduction to homological algebra of the
sort that figures prominently in algebraic geometry. The main features are the
theories of projective and injective modules and resolutions, derived functors,
and Tor and Ext. Because it is terse and restricted to a simplified setting,
while still encompassing many of the key arguments, I hope this material will
be useful for readers at an early stage of their study of homological algebra. In
particular, it is a suitable preparation for, or companion to, an introductory
course in homological algebra.

Initially this topic may be rather difficult to appreciate for a reader who is
unacquainted with homology and cohomology as they arise in algebraic topol-
ogy, or perhaps some other setting. On the other hand any first exposure to
homology is likely to be a trial by fire to a greater or lesser extent, precisely
because a certain amount of initially unmotivated technique must be absorbed
before one can begin to understand what homology might be good for. Al-
though it might seem sensible to recommend that novices first read some brief
and elementary introduction that provides basic geometric motivation, such
readings seem hard to find, and in fact it is not so easy to do better than
FAC itself in terms of providing a concrete setting in which this material finds
interesting applications.

In many respects the framework here is as simple as possible, consistent
with encompassing Serre’s applications, and reader should be aware that the
motivation for this is minimization of clutter, rather than any logical simplifi-
cation. On the contrary, the definitions and most of the results extend without
much modification to settings that are more general in many respects, and
there are interesting points that could be mentioned in many directions. A
particularly important point is that for a large fraction of the results the given
ring, or rings, need not be commutative, and many of the methods extend to
functors with an arbitrary number of covariant and contravariant arguments.

There is one other direction of generalization that is, perhaps, worth men-
tioning at this point. An abelian category is a category such that the set of
morphisms between any pair of objects has the structure of an abelian group,
the composition law is bilinear, finite direct sums exist, every morphism has a
kernel and cokernel, every monomorphism is the kernel of its cokernel, every
epimorphism is the cokernel of its kernel, and (finally!) every morphism can
be factored into an epimorphism followed by a monomorphism. This notion

61
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was introduced by Buchsbaum in his thesis, but the term “abelian category”
was coined in Grothendieck’s famous Tohoku paper, which is a close compan-
ion of FAC in the history of algebraic geometry. The objects of an abelian
category need not be sets, so all the concepts mentioned above need to be
defined categorically in terms of universal properties, and while the results
below mostly generalize to this level of abstraction, the arguments (which re-
fer to elements of the objects) do not. For a discussion of the (mostly quite
demanding) methods of graduating to this level of the subject, see Hartshorne
(1977), p. 203.

B1 The Five and Snake Lemmas

We continue to work with a fixed ring R that is assumed to be commutative
with unit. A sequence

A
ψ✲ B

ϕ✲ C

of R-modules and R-module homomorphisms is said to be exact at B if Imψ =
Kerϕ. A short exact sequence is a sequence

0→ A
i✲ B

p✲ C → 0

that is exact at A, B, and C, which is to say that i is injective, the image of
i is the kernel of p, and p is surjective.

The following results, which have many applications, are technical and thus
a bit ill suited to be our first topic, but there is no better spot for them. A
proof that refers to elements is sometimes called a diagram chase, for reasons
that are well illustrated by the arguments below.

Lemma B1.1. Suppose that the diagram

B
i ✲ C

p ✲ D

B′

β
❄ i′ ✲ C ′

γ
❄ p′ ✲ D′

δ
❄

commutes. Then:

(a) If the top row is exact and β, δ, and i′ are injective, then γ is injective.

(b) If the bottom row is exact and β, δ, and p are surjective, then γ is
surjective.

Proof. (a) If c ∈ Ker γ, then c ∈ Ker(p′◦γ) = Ker(δ◦p), so c ∈ Ker p because δ
is injective. Exactness gives a preimage b ∈ B of c. Now i′(β(b)) = γ(i(b)) = 0,
so b = 0 because i′ and β are injective, and consequently c = 0.
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(b) Suppose that c′ ∈ C ′. Since δ and p are surjective there is a c ∈ C such
that p′(c′) = δ(p(c)) = p′(γ(c)). Now c′−γ(c) is in Ker p′, so it has a preimage
in B′ which in turn has preimage b ∈ B, and γ(i(b) + c) = i′(β(b)) + γ(c) =
c′.

Lemma B1.2. (Five Lemma) Suppose that in the commutative diagram

A ✲ B ✲ C ✲ D ✲ E

A′

α
❄

✲ B′

β
❄

✲ C ′

γ
❄

✲ D′

δ
❄

✲ E′

ε
❄

the rows are exact. If α is surjective and β and δ are injective, then γ is
injective. If ε is injective and β and δ are surjective, then γ is surjective.

Proof. Let B̃ = B/Im(A→ B), B̃′ = B/Im(A′ → B′), D̃ = Im(C → D), and
D̃′ = Im(C ′ → D′), and let β : B̃ → B̃′ and δ̃ : D̃ → D̃′ be the induced maps.
(Since the diagram commutes, β maps the image of A into the image of A′,
so β̃ is well defined, and δ maps the image of C into the image of C ′, so δ̃ is
well defined.) It is easy to see that the diagram

0 ✲ B̃ ✲ C ✲ D̃ ✲ 0

0 ✲ B̃′

β̃
❄

✲ C ′

γ
❄

✲ D̃′

δ̃
❄

✲ 0

is commutative, with exact rows.
Suppose that α is surjective and β is injective. Consider a b ∈ B such that

β(b) ∈ Im(A′ → B′), say β(b) is the image of a′. The surjectivity of α gives
an a ∈ A such that α(a) = a′. Since the diagram commutes and β is injective,
a is mapped to b. Therefore β̃ is injective. If, in addition, δ is injective, then
so is the restriction δ̃, and (a) above implies that γ is injective.

Suppose that δ is surjective and ε is injective. If d′ ∈ D̃′, then it is the
image of some c′ ∈ C ′, and also the image of some d ∈ D. Its image in E′ is
0 (exactness) so the image of d in E is zero (because ε is injective) so d is the
image of some c ∈ C (exactness). Therefore δ̃ is surjective. If, in addition, β is
surjective, then β̃ is surjective, and (b) above implies that γ is surjective.

Lemma B1.3. (Snake Lemma) If the diagram

A
f ✲ B

g ✲ C ✲ 0

0 ✲ A′

α
❄ f ′✲ B′

β
❄ g′✲ C ′

γ
❄
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commutes and has exact rows, then there is a homomorphism

∂ : Ker γ → Cokerα

defined by letting ∂(c) = a′ + Imα for any a′ ∈ A′ and b ∈ B such that
f ′(a′) = β(b) and g(b) = c. The sequence

Kerα→ Ker β → Ker γ
∂✲ Cokerα→ Coker β → Coker γ

is exact.

Proof. We first show that ∂ is well defined. For any c ∈ Ker γ it is always
possible to find satisfactory a′ and b: c has a preimage b ∈ B, by exactness,
and β(b) is in the kernel of g′, which is the image of f ′.

If we also have g(b̃) = c and f ′(ã′) = β(b̃), then exactness gives an a ∈ A
such that f(a) = b̃− b, and commutativity implies that f ′(α(a)) = β(b̃− b) =
f ′(ã′− a′). Since f ′ is injective, α(a) = ã′− a′, so ã′+Imα = a′+Imα. Thus
the definition of ∂(c) does not depend on the choice of b and a′.

Commutativity and exactness imply that f(Kerα) ⊂ Ker β, g(Ker β) ⊂
Ker γ, f ′(Imα) ⊂ Imβ, and g′(Imβ) ⊂ Im γ. Therefore the sequence in
question is well defined.

To prove exactness we begin by observing that the composition of any
two successive maps in the sequence is zero. For Kerα → Ker β → Ker γ
and Cokerα → Coker β → Coker γ this follows from the exactness of the
rows. From the definition of ∂ it is evident that Kerβ → Ker γ → Cokerα
vanishes, and also that if ∂(c) = a′+Imα, then f ′(a′) ∈ Imβ, so that Ker γ →
Cokerα→ Coker β vanishes.

Suppose that b is in the kernel of Kerβ → Ker γ. Then it is of course in
Ker g = Im f , and if f(a) = b, then commutativity implies that f ′(α(a)) = 0,
after which exactness implies that α(a) = 0, so b is in the image of Kerα →
Ker β.

Suppose that c is in the kernel of ∂. Then there are b and a′ with g(b) = c,
f ′(a′) = β(b), and a′ = α(a) for some a. Then g(b−f(a)) = c and β(b−f(a)) =
β(b)− f ′(a′) = 0, so c is in the image of Ker β → Ker γ.

Suppose that a′+Imα is in the kernel of Cokerα→ Coker β. Then f ′(a′) ∈
Imβ, say f ′(a′) = β(b), and the definition of ∂ gives a′ + Imα = ∂(g(b)).

Suppose that b′ + Imβ is in the kernel of Coker β → Coker γ, so that
for some c ∈ C we have g′(b′) = γ(c). By exactness c = g(b) for some b,
and since g′(b′ − β(b)) = g′(b′) − γ(g(b)) = 0 exactness gives an a′ such that
f(a′) = b′ − β(b). In particular b′ + Imβ is the image of a′ + Imα.

B2 Complexes, Homology, and Cohomology

This section defines homology in general, and then specializes to the homology
of a chain complex and the cohomology of a cochain complex. We assume
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familiarity with the category concept, the definition of a functor, and the
definition of a natural transformation between functors.

Center stage will be occupied throughout by the category of R-modules
and R-module homomorphisms. Note that the category of abelian groups is
the special case R = Z. If Q is a second ring, a univariate functor T from the
category of R-modules to the category of Q-modules is additive if

T (f + f ′) = T (f) + T (f ′)

for all R-modules M and N and all f, f ′ ∈ HomR(M,N). We will have no
reason to consider functors that are not additive.

An R-module with differentiation is an R-module X endowed with a ho-
momorphism d : X → X such that d◦d = 0. It is possible that d = 0, in which
case we say that the differentiation is trivial. If X ′ is a second R-module with
differentiation, a morphism from X to X ′ is an R-module homomorphism
f : X → X ′ such that d′ ◦ f = f ◦ d, where d′ : X ′ → X ′ is the differentiation
operator of X ′. It is easy to see that R-modules with differentiation and their
morphisms constitute a category.

Let X be an R-module with differentiation, and let B(X) and Z(X) be the
image and kernel of d. Elements of B(X) are called boundaries and elements
of Z(X) are called cycles. The quotient module

H(X) = Z(X)/B(X)

is the homology module of X. If c ∈ Z(X), then [c] = c+B(X) is the homol-
ogy class of c, and c is a representative of this class. Homology modules arise
in diverse contexts in mathematics, and stand in certain systematic relation-
ships with each other. Broadly speaking, homological algebra develops these
relationships in a systematically organized body of concepts and results.

If f : X → X ′ is as above, the condition d′ ◦ f = f ◦ d implies that
f(B(X)) ⊂ B(X ′) and f(Z(X)) ⊂ Z(X ′), so there is an induced homomor-
phism H(f) : H(X)→ H(X ′) taking [c] ∈ H(X) to [f(c)]. It is easy to check
that H is a functor from the category of R-modules with differentiation to the
category of R-modules. We will sometime regard H as a functor whose range
is the category of R-modules with differentiation by adopting the convention
that the differentiation in H(X) is always trivial.

A homotopy between two morphisms f, g : X → X ′ is a homomorphism
s : X → X ′ such that g − f = d′ ◦ s + s ◦ d. When such an s exists we say
that f and g are homotopic. When this is the case H(f) = H(g) because

g(x)− f(x) = d′(s(x))− s(d(x)) = d′(s(x))

is a boundary whenever x ∈ Z(X).

In many applications the module with differentiation is graded, with the
grading corresponding usually to some notion of dimension, and the differenti-
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ation operator passing between homogeneous submodules of adjacent dimen-
sion. A chain complex X is a diagram

X : · · ·
dn+2✲ Xn+1

dn+1✲ Xn
dn✲ Xn−1

dn−1✲ · · ·

where each Xn is an R-module, each dn is an R-module homomorphism, and
dn ◦ dn+1 = 0 for all n, which is to say that Im dn+1 ⊂ Ker dn. Frequently the
groups are all 0 for negative indices, or outside some finite range, in which
case the diagram adjusts to reflect that.

We can identify the chain complex X with the R-module with differentia-
tion obtained by setting X =

⊕
nXn. Then

B(X) =
⊕

n

Bn(X), Z(X) =
⊕

n

Zn(X), H(X) =
⊕

n

Hn(X)

where, for each integer n,

Bn(X) = Im(dn+1), Zn(X) = Ker(dn), Hn(X) = Zn(X)/Bn(X).

Since dn ◦ dn+1 = 0, Bn(X) is a submodule of Zn(X), so this makes sense.
If x ∈ Zn(X), the associated homology class is [x] = x + Bn(X). The chain
complex is said to be exact at Xn if Bn(X) = Zn(X), which is to say that
Hn(X) = 0, and it is exact of acyclic if it is exact at every Xn. Evidently
Hn(X) measures the extent to which X fails to be exact at Xn.

If X and X ′ are chain complexes, a chain map f : X → X ′ is a collection
of homomorphisms {fn} such that fn ◦ dn+1 = d′n+1 ◦ fn+1 for all n. If
g : X ′ → X ′′ is a second chain map, then g ◦f is defined to be the collection of
homomorphisms {gn ◦ fn}. Evidently g ◦ f is also a chain map, and it is easy
to see that there is a category of chain complexes and chain maps between
them.

If f : X → X ′ is a chain map, where X ′ is a second chain complex

· · ·
dn+2✲ X ′

n+1
dn+1✲ X ′

n
dn✲ X ′

n−1
dn−1✲ · · ·

then for each n, fn(Bn(X)) ⊂ Bn(X
′) and fn(Zn(X)) ⊂ Zn(X

′), so there are
induced homomorphisms

Hn(f) : Hn(X)→ Hn(X
′), x+Bn(X) 7→ fn(x) +Bn(X

′).

It is now easy to see that Hn is a covariant functor from the category of chain
complexes of R-modules to the category of R-modules: Hn(1X) = 1Hn(X)

obviously, and if f ′ : X ′ → X ′′ is a second chain map, then simply plugging
in the definitions gives

Hn(f
′ ◦ f) = Hn(f

′) ◦Hn(f).

In this subject it works well to keep notation spare, so when there seems
to be little danger of confusion we will often write f in place of Hn(f).
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The homotopy concept specializes to chain complexes as follows. A chain
homotopy between two chain maps f, g : X → X ′ is a collection of homomor-
phisms sn : Xn → X ′

n+1 such that

gn − fn = d′n+1 ◦ sn + sn−1 ◦ dn

for all n. When such a thing exists we say that f and g are chain homotopic.
If this is the case, then the associated morphisms of R-modules are homo-
topic, so

⊕
nHn(f) =

⊕
nHn(g) and consequently Hn(f) = Hn(g) for each

n. Concretely,

gn(x)− fn(x) = d′n+1(sn(x)) − sn−1(dn(x)) = d′n+1(sn(x))

is a boundary whenever x ∈ Zn(X).

The definitions related to cohomology are obvious modications of the def-
initions above for homology. A cochain complex is a diagram

X : · · ·
dn−2

✲ Xn−1 dn−1
✲ Xn dn✲ Xn+1 dn+1

✲ · · ·

where each Xn is an R-module, each dn is an R-module homomorphism, and
dn ◦ dn−1 = 0 for all n. That is, a cochain complex is just a chain complex
with superscripts instead of subscripts and the directions of the morphisms
reversed or, if you prefer, with the numerical ordering of the indices reversed.

For each n ∈ Z the modules of n-coboundaries and n-cocycles are Bn(X) =
Im(dn−1) and Zn(X) = Ker(dn) respectively. The nth cohomology module of
X is

Hn(X) = Zn(X)/Bn(X).

We say that X is exact at Xn if Hn(X) = 0. If it is exact at each Xn we say
simply that X is exact or acyclic.

There is a category of cochain complexes and chain maps between them,
where a chain map f : X → X ′ is a collection of homomorphisms {fn} such
that fn ◦ dn−1 = d′n−1 ◦ fn−1 for all n. If f : X → X ′ is a chain map,
then fn(Bn(X)) ⊂ Bn(X ′) and fn(Zn(X)) ⊂ Zn(X ′), so there is an induced
homomorphism

Hn(f) : Hn(X)→ Hn(X ′), x+Bn(X) 7→ fn(x) +Bn(X ′).

It is easy to show that if f ′ : X ′ → X ′′ is a second chain map, then

Hn(f ′ ◦ f) = Hn(f ′) ◦Hn(f).

That is, Hn is a covariant functor from cochain complexes to R-modules. As
with homology, we will often write f in place of Hn(f) when confusion seems
unlikely.
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If X and X ′ are cochain complexes, a chain homotopy between two chain
maps f, g : X → X ′ is a collection of homomorphisms sn : Xn → X ′

n−1 such
that

gn − fn = d′n−1 ◦ sn + sn+1 ◦ dn

for all n. As above, if f and g are chain homotopic, then Hn(f) = Hn(g).

As this discussion reflects, at this level of generality cohomology differs
from homology in only trivial ways, but in their applications homology and
cohomology differ significantly, with cohomology being in some ways more
potent. To some extent the difference arises out of a general tendency (or
perhaps convention) that covariant functors going to the category of chain
complexes are treated homologically, while contravariant functors are dealt
with using cohomology.

B3 Direct and Inverse Limits

This section (which is included for reference, and is not part of the logical
flow of this chapter) discusses direct limits of direct systems of R-modules
with differentiation. The main result is that passage to direct limits commutes
with homology. We will also present the definition of the inverse limit of an
inverse system of R-modules with differentiation. It turns out that passage to
inverse limits does not commute with homology.

Because the differentiation may be trivial, and R may be Z, the discussion
encompasses the definition of direct limits of direct systems of R-modules and
abelian groups. In fact it will be evident that these definitions are in fact
applicable to a wide range of categories. We will feel free to cite this section
as a reference for direct and inverse limits in this broader sense.

A directed set is a pair (I,≤) in which I is a set and ≤ is a partial ordering
of I such that for all U, V ∈ I there is W ∈ I with U ≤ W and V ≤ W . The
most obvious example is the natural numbers. In another important example
the elements of I are the neighborhoods of a point in a topological space,
and ≤ is reverse inclusion, so that U ≤ V when V ⊂ U . In the example that
underlies the definition of sheaf cohomology in FAC, I is the set of open covers
of a space and U ≤ V if V is finer than U , in the sense that every element of
V is a subset of some element of U .

Suppose that for each U ∈ I we have an R-module XU with differentiation
dU : XU → XU , and there is a system of morphisms fUV : XU → XV for those
U and V with U ≤ V such that fUU is always the identity and fUV ◦ f

V
W = fUW

whenever U ≤ V ≤W . These objects constitute a direct system of R-modules
with differentiation.

We say that xU ∈ XU and xV ∈ XV are equivalent if fUW (xU ) = fVW (xV ) for
someW with U ≤W and V ≤W . (You should think through the verification
that equivalence is transitive.) Let [xU ] denote the equivalence class of xU .
The direct limit (sometimes called the inductive limit) of the direct system
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is the set of all such equivalence classes. We define addition on this set by
specifying that if xU ∈ XU , xV ∈ XV , and U, V ≤W , then

[xU ] + [xV ] := [fUW (xU ) + fVW (xV )].

(Make sure you see why this definition is independent of the choice of repre-
sentatives.) Scalar multiplication and differentiation are defined by requiring
that

r[xU ] = [rxU ] and d([xU ]) = [dU (xU )].

It is easy to verify that these operations make the direct limit an R-module
with differentiation, which we denote by

lim−→XU .

For each V let fV : XV → lim−→XU be the homomorphism xV 7→ [xV ].
The direct limit is characterized up to isomorphism by the following uni-

versal property: if Y is an R-module with differentiation and there is a system
of homomorphisms gU : XU → Y such that gV ◦ f

U
V = gU whenever U ≤ V ,

then there is a unique homomorphism g : lim
−→

XU → Y such that gV = g ◦ fV
for all V . To see this observe that, if it exists, g must satisfy g([xV ]) = gV (xV )
for all V and xV ∈ XV . There is no difficulty showing that this formula de-
fines g unambiguously, in the sense that it does not depend on the choice of
the representative xV of the equivalence class [xV ], and that this function is a
homomorphism. In addition, if X ′ is a second R-module with differentiation
for which there are homomorphisms f ′U : XU → X ′ satisfying this condition,
then this condition gives homomorphisms lim−→XU → X ′ and X ′ → lim−→XU

that are (by virtue of the uniqueness requirement) inverse isomorphisms.
Now note that, because homology is a functor, the R-modules (with trivial

differentiation) H(XU ) and homomorphisms H(fUV ) are also a direct system.

Proposition B3.1. If {XU : U ∈ I} and {fUV : U ≤ V } is a direct system of
R-modules with differentiation, then (up to isomomorphism)

lim
−→

H(XU ) = H(lim
−→

XU ).

Proof. Suppose we have an R-module with differentiation Y and a system
of homomorphisms gU : H(XU ) → Y such that gV ◦ H(fUV ) = gU whenever
U ≤ V . It is straightforward to check that the formula

g([zU ] +B(X)) = gU (zU +B(XU ))

gives a well defined (in the sense of independence of choice of representatives)
homomorphism g : H(X)→ Y satisfying gU = g ◦H(fU ) for all U .

We now turn to the definitions of inverse systems and inverse limits. Sup-
pose that for each U ∈ I we have an R-module with differentiation XU , and
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there is a system of homomorphisms fVU : XV → XU for those U and V with
U ≤ V such that fUU is always the identity and fVU ◦ f

W
V = fWU whenever

U ≤ V ≤W . These objects constitute a inverse system of R-modules.
The inverse limit (or projective limit)

lim←−XU

of this inverse system is the R-module with differentiation consisting of those
(xU )U∈I ∈

∏
U∈I XU such that fVU (xV ) = xU whenever U ≤ V . (Addi-

tion, scalar multiplication, and differentiation are defined componentwise, of
course.) For each V let fV : lim

←−
XU → XV be the projection (xU )U∈I → xV .

The inverse limit can also be characterized by a universal property. Specif-
ically, if Y is an R-module and there is a system of homomorphisms gU : Y →
XU such that fVU ◦ gV = gU whenever U ≤ V , then there is a unique ho-
momorphism g : Y → lim←−XU such that gV = g ◦ fV for all V . Of course
g(y) = (gU (y))U∈I .

Since passage to inverse limits does not commute with homology, there
is nothing to prove, but we can say a few words about why this fails. First,
there is an obvious homomorphism B(lim

←−
XU ) → lim

←−
B(XU ) that is easily

seen to be injective, but may fail to be surjective. Second, suppose that
for each U , YU is a submodule of XU , and that fVU (YV ) ⊂ YU whenever
U ≤ V . (If we like we can require that dU (YU ) ⊂ YU for all U , but this doesn’t
have anything to do with the point.) Then there is a natural homomorphism
lim←−XU/ lim←−YU → lim←−XU/YU that is easily seen to be injective, but again it
may fail to be surjective.

B4 The Long Exact Sequence

Long exact sequences probably strike the uninitiated as a bit baroque, but one
quickly becomes accustomed to them because they are very useful in comput-
ing many things, and figure in axiomatic characterizations of various concepts.
We first develop the idea in the context of modules with differentiation. This
is more general, and in addition, for certain topics it presents a framework
that is simpler, notationally and in other senses. In this way we will benefit
from a general result to support this style of analysis.

We say that a diagram

A ✛ i
C

B

g

✲f
✲

of R-modules and homomorphisms is an exact triangle if:

Im f = Ker g, Im g = Kerh, Imh = Ker f.
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Proposition B4.1. If 0→ A
i✲ B

p✲ C → 0 is a short exact sequence
of R-modules with differentiation, there is an exact triangle

H(A) ✛ ∆
H(C)

H(B).

H
(p
) ✲H

(i)
✲

in which the connecting homomorphism ∆ has the following description: the
image of [c] ∈ H(C) in H(A) is the homology class [a] of a = i−1(d(b)) for
some b ∈ p−1(c).

Proof. The snake lemma, applied to the diagram

A
i ✲ B

p ✲ C ✲ 0

0 ✲ A

d
❄ i ✲ B

d
❄ p ✲ C

d
❄

asserts that we can define ∂ : Z(C)→ A/B(A) by letting ∂(c) = a+B(A) for
some a ∈ A and b ∈ B such that i(a) = d(b) and p(b) = c. We recall that this
map is well defined because: 1) p(d(b)) = d(p(b)) = p(c) = 0, so b ∈ i(A), and
2) if b′ is another element of p−1(c), and a′ = i−1(d(b′)), then b′ − b = i(â) for
some â ∈ A because p(b′ − b) = 0, so d(â) = i−1(d(i(â))) = i−1(d(b′ − b)) =
a′ − a, whence a′ +B(A) = a+B(A).

Moreover, the snake lemma asserts that the sequence

Z(A)→ Z(B)→ Z(C)
∂✲ A/B(A)→ B/B(B)→ C/B(C)

is exact. We claim that the first three maps induce maps of homology modules,
and that we can restrict the final three spaces to homology modules, thereby
obtaining.

H(A)→ H(B)→ H(C)
∆✲ H(A)→ H(B)→ H(C).

Specifically, the derived sequence is well defined because

i(B(A)) ⊂ B(B), p(B(B)) ⊂ B(C), ∂(B(C)) = 0,

∂(Z(C)) ⊂ H(A), i(Z(A)) ⊂ Z(B), and p(Z(B)) ⊂ Z(C).

The first, second, fifth, and sixth containment are consequences of commuta-
tivity. To see the third observe that if c = d(c′), p(b′) = c′, then p(d(b′)) = c
and d(d(b′)) = 0, so that we can take b = d(b′) and a = 0 in the definition of
∂(c). For the fourth, observe that if i(a) = d(b) and p(b) = c ∈ Z(C), then
d(a) = i−1(d(i(a))) = i−1(d2(b)) = 0.

Clearly the composition of any two successive maps in the derived sequence
is zero, so exactness follows from the following observations:
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• If b ∈ Z(B) and p(b) ∈ B(C), say because p(b) = d(c′), then there is b′

such that p(b′) = c′. Since p(b − d(b′)) = 0 there is an a ∈ A such that
i(a) = b − d(b′). Now i(d(a)) = d(i(a)) = 0, so a ∈ Z(A) because i is
injective, and we have [b] = i([a]).

• If c ∈ Z(C), p(b) = c, i(a) = d(b), and a = d(a′), then d(b − i(a′)) = 0
and [c] = p([b− i(a)]).

• If a ∈ Z(A) and i(a) ∈ B(B), say because i(a) = d(b), then a = ∂(p(b)).
In addition, p(b) ∈ Z(C) because d(p(b)) = p(d(b)) = p(i(a)) = 0, so
[a] = ∆([p(b)]).

There is a category of exact triangles in which a morphism from the triangle
above to a second one

A′ ✛ h′
C ′

B′

g
′ ✲f ′

✲

is a triple of homomorphisms α : A→ A′, β : B → B′, γ : C → C ′ such that
the following diagram commutes:

A
f ✲ B

g ✲ C
h ✲ A

A′

α
❄ f ′✲ B′

β
❄ g′✲ C ′

γ
❄ h′✲ A′.

α
❄

Theorem B4.2. There is a covariant functor from the category of short exact
sequences of R-modules with differentiation to the category of exact triangles

that takes 0→ A
i✲ B

p✲ C → 0 to

H(A) ✛ ∆
H(C)

H(B).

H
(p
) ✲H

(i)
✲

The functor maps a morphism

0 ✲ A ✲ B ✲ C ✲ 0

0 ✲ A′

f
❄

✲ B′

g
❄

✲ C ′

h
❄

✲ 0

of short exact sequences of R-modules with differentiation to the morphism of
exact triangles given by H(f), H(g), and H(h).
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Proof. What remains after the last result is to show that we have defined a
functor from short exact sequences of R-modules with differentiation to exact
triangles. Much of this follows from the fact that H is a functor. First, the
image of a composition of morphisms in the domain category agrees with
the composition of the image morphisms. We have to show that for a given
morphism of short exact sequences, the diagram

H(A)
i ✲ H(B)

p ✲ H(C)
∆ ✲ H(A)

H(A′)

f
❄ i′ ✲ H(B′)

g
❄ p′ ✲ H(C ′)

h
❄ ∆′

✲ H(A′).

f
❄

commutes. For the first two squares this follows from the commutativity of
the corresponding diagram for the given morphism and the fact that H is a
functor.

We now show that the third square commutes. Suppose that c ∈ Z(C),
with p(b) = c. Then p(d(b)) = d(p(b)) = 0, so d(b) = i(a) for some a ∈ A. Let
a′ = f(a), b′ = g(b), and c′ = h(c). Then a′ and c′ are cycles because a and c
are. In addition,

p′(b′) = p′(g(b)) = h(p(b)) = h(c) = c′

and
i′(a′) = i′(f(a)) = g(i(a)) = g(d(b)) = d′(g(b)) = d′(b′),

so [a′] = ∆′([c′]). Therefore

f(∆([c])) = f([a]) = [a′] = ∆′([c′]) = ∆′(h([c])).

The next two results are immediate consequences of Theorem B4.2 once
one recognizes that the images of Hn(C) and Hn(C) under the respective con-
necting homomorphisms are contained in Hn−1(A) and H

n+1(A) respectively,
by virtue of the connecting homomorphism’s description.

Proposition B4.3. There is a functor from the category of short exact se-

quences 0 → A
i✲ B

p✲ C → 0 of chain complexes to the category of
exact sequences of R-modules with the following properties:

(a) The image of 0→ A
i✲ B

p✲ C → 0 is the long exact sequence

· · · ✲ Hn(A)
i✲ Hn(B)

p✲ Hn(C)
∂n✲ Hn−1(A) ✲ · · ·

where the connecting homomorphism ∂n has the following description:
the image of [c] ∈ Hn(C) in Hn−1(A) is the cohomology class of the
preimage, in An−1, of the image, in Bn−1, of a preimage of c in Bn.
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(b) The functor maps a morphism

0 ✲ A ✲ B ✲ C ✲ 0

0 ✲ A′

f
❄

✲ B′

g
❄

✲ C ′

h
❄

✲ 0

of short exact sequences of chain complexes to the chain map

→ Hn(A) ✲ Hn(B) ✲ Hn(C)
∂n✲ Hn−1(A) →

→ Hn(A
′)

f
❄

✲ Hn(B
′)

g
❄

✲ Hn(C
′)

h
❄ ∂′n✲ Hn−1(A

′)

f
❄

→

Proposition B4.4. There is a functor from the category of short exact se-

quences 0 → A
i✲ B

p✲ C → 0 of cochain complexes to the category of
exact sequences of R-modules with the following properties:

(a) The image of 0→ A
i✲ B

p✲ C → 0 is the long exact sequence

· · · ✲ Hn(A)
i✲ Hn(B)

p✲ Hn(C)
∂n✲ Hn+1(A) ✲ · · ·

where the connecting homomorphism ∂n has the following description:
the image of [c] ∈ Hn(C) in Hn+1(A) is the cohomology class of the
preimage, in An+1, of the image, in Bn+1, of a preimage of c in Bn.

(b) The functor maps a morphism

0 ✲ A ✲ B ✲ C ✲ 0

0 ✲ A′

f
❄

✲ B′

g
❄

✲ C ′

h
❄

✲ 0

of short exact sequences of cochain complexes to the chain map

→ Hn(A) ✲ Hn(B) ✲ Hn(C)
∂n✲ Hn+1(A) →

→ Hn(A′)

f
❄

✲ Hn(B′)

g
❄

✲ Hn(C ′)

h
❄ ∂′n✲ Hn+1(A′)

f
❄

→

B5 Left and Right Exact Functors

In this section we will study ways in which exactness may be preserved, in
whole or in part, when an additive functor is applied to a short exact sequence.
We begin with a situation that is guaranteed to work out nicely.
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Lemma B5.1. For a short exact sequence 0 → A
i✲ B

p✲ C → 0 the
following are equivalent:

(a) there is a homomorphism j : B → A such that j ◦ i = 1A;

(b) there is a homomorphism q : C → B such that p ◦ q = 1C ;

(c) there are homomorphisms j : B → A and q : C → B such that i ◦ j+ q ◦
p = 1B.

When these conditions hold we say that the sequence splits, and that j
and q are splitting maps.

Proof. We first show that (a) and (b) each imply (c). If (a) holds, then
j ◦ (1B − i ◦ j) = j − 1A ◦ j = 0, so the image of 1B − i ◦ j cannot contain
any nonzero element of the image of i, which is the kernel of p. Thus the
restriction of p to the image of 1B − i ◦ j is injective, and it is surjective
because p ◦ (1B − i ◦ j) = p. Let q be its inverse. Now

1B − i ◦ j = q ◦ p ◦ (1B − i ◦ j) = q ◦ p.

If (b) holds, then p◦(1B−q ◦p) = 0, so the image of 1B−q ◦p is contained
in the image of i, and since i is injective we can define j to be the composition
of 1B − q ◦ p with the inverse of i, so that i ◦ j = 1B − q ◦ p.

Now suppose that (c) holds. Then

i = (i ◦ j + q ◦ p) ◦ i = i ◦ (j ◦ i) and p = p ◦ (i ◦ j + q ◦ p) = (p ◦ q) ◦ p.

Since i is injective, j ◦ i = 1A, and since p is surjective, p ◦ q = 1C . That is,
(a) and (b) hold.

Fix a second ring Q, and let T be an additive covariant functor from the
category of R-modules to the category of Q-modules.

Proposition B5.2. If the exact sequence 0→ A
i✲ B

p✲ C → 0 splits,

then 0→ T (A)
T (i)✲ T (B)

T (p)✲ T (C)→ 0 is an exact sequence that splits.

Proof. Of course T (p) ◦ T (i) = T (p ◦ i) = 0, which is to say that the image of
T (i) is contained in the kernel of T (p). Let j and q be splitting maps. Then
T (j) ◦ T (i) = 1T (A) and T (p) ◦ T (q) = 1T (C), so T (i) is injective and T (p) is
surjective. We also have

1T (B) = T (1B) = T (i ◦ j + q ◦ p) = T (i) ◦ T (j) + T (q) ◦ T (p).

This will show that the sequence splits, but first we need to observe that it
also implies that the kernel of T (p) is contained in the image of T (i), so that
the sequence is exact.
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We say that T is exact if 0→ T (A)→ T (B)→ T (C)→ 0 is exact when-
ever 0 → A → B → C → 0 is exact. A number of important functors are
exact, perhaps most notably localization (Proposition A5.1), but the proper-
ties of such functors are not an important motivation for homological algebra,
perhaps precisely because they are unproblematic.

Instead, homological algebra is principally concerned with certain functors
that satisfy weaker conditions, specifically the bifunctors HomR(–, –) and –⊗R
– that will be introduced in Section B7. We say that T is left exact (resp. right
exact) if 0 → T (A) → T (B) → T (C) (resp. T (A) → T (B) → T (C) → 0) is
exact whenever 0 → A → B → C → 0 is exact. Note that T is exact if and
only if it is both left and right exact.

Exactness, and left and right exactness, imply superficially stronger con-
ditions.

Lemma B5.3. The covariant functor T is exact (resp. left exact, right exact)
if and only if T (A) → T (B) → T (C) (resp. 0 → T (A) → T (B) → T (C),
T (A)→ T (B)→ T (C)→ 0) is exact whenever A→ B → C (resp. 0→ A→
B → C, A→ B → C → 0) is exact.

Proof. In all three cases the ‘if’ is immediate. To prove the converses let
A→ B → C be exact. If we set

A′ = Ker(A→ B), B′ = Im(A→ B) = Ker(B → C), C ′ = Im(B → C),

then the sequences

0→ A′ → A→ B′ → 0, 0→ B′ → B → C ′ → 0,

and
0→ C ′ → C → C/C ′ → 0

are all exact.
First suppose that T is exact. Application of T gives three short exact

sequences, from which we extract, respectively,

T (A)→ T (B′)→ 0, T (B′)→ T (B)→ T (C ′),

and
0→ T (C ′)→ T (C).

In view of the second of these, it suffices to show that the image of T (A) →
T (B) is the image of T (B′) → T (B) and the kernel of T (B) → T (C) is the
kernel of T (B) → T (C ′). Since A → B is the composition A → B′ → B,
T (A) → T (B) is the composition T (A) → T (B′) → T (B), so the first of the
derived sequences implies that the image of T (A) → T (B) is the image of
T (B′) → T (B). Similarly, B → C is the composition B → C ′ → C, so the
third implies that the kernel of T (B)→ T (C) is the kernel of T (B)→ T (C ′).
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Now suppose that T is left exact. We may suppose that 0→ A→ B → C
is exact, which is to say that A′ = 0. Applying T to the exact sequences

0→ A→ B′ → 0, 0→ B′ → B → C ′ → 0, 0→ C ′ → C → C/C ′ → 0,

left exactness is enough to give the same exact sequences as above, and the
argument of the last paragraph shows that T (A)→ T (B)→ T (C) is exact. In
addition, we actually have exactness of 0→ T (A)→ T (B′) and 0→ T (B′)→
T (B), so the composition T (A)→ T (B′)→ T (B) is injective.

Similarly, if T is right exact we may suppose that A → B → C → 0 is
exact, which is to say that C ′ = C. Applying T to the exact sequences

0→ A→ B′ → B → 0, 0→ B′ → B → C ′ → 0, 0→ C ′ → C → 0,

we again obtain the exact sequences above and can then show that T (A) →
T (B) → T (C) is exact. Furthermore, since C ′ = C, right exactness implies
that T (B)→ T (C)→ 0 is exact.

Now let U be a contravariant functor. The proof of the following assertion
is dual to the corresponding argument above, hence omitted.

Proposition B5.4. If the exact sequence 0→ A
i✲ B

p✲ C → 0 splits,

then 0→ U(C)
p✲ U(B)

i✲ U(A)→ 0 is an exact sequence that splits.

We say that U is exact if 0 → U(C) → U(B) → U(A) → 0 is exact
whenever 0 → A → B → C → 0 is exact. If, for any exact sequence of
R-modules 0 → A → B → C → 0, the sequence 0 → U(C) → U(B) → U(A)
(U(C) → U(B) → U(A) → 0) is exact, then we say that U is a left exact
(right exact). The proofs of the following assertions are again dual to those
above and omitted.

Lemma B5.5. A contravariant functor U is exact (resp. left exact, right ex-
act) if and only if U(C)→ U(B)→ U(A) (resp. 0→ U(C)→ U(B)→ U(A),
U(C) → U(B) → U(A) → 0) is exact whenever A → B → C (resp. A →
B → C → 0, 0→ A→ B → C) is exact.

One important consequence of this result and Lemma B5.3 above is that
half exactness can be inherited by compositions of functors. For example, if
Q = R, T is left exact, and U is right exact, then the composition M 7→
U(T (M)) is a right exact contravariant functor.

B6 The Two Main Bifunctors

A bifunctor F whose first argument takes values in the category A, whose
second argument takes values in the category B, and whose range is the cat-
egory C, associates a functor F (A, –) from B to C with each object in A and
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and a functor F (–, B) from A to C with each object in B. These must agree
in the sense that the object assigned to B by F (A, –) must be the same as the
object assigned to A by F (–, B). We require that either F (A, –) is covariant
for all A, or it is covariant for all A, and similarly for the second argument.
Thus there are four types of bifunctors, according to the variances. If F is
covariant in both variables, then we insist that

F (f,B′) ◦ F (A, g) = F (A′, g) ◦ F (f,B)

for all morphisms f : A → A′ and g : B → B′, and we define F (f, g) to
be the common value of these two compositions. For each of the three other
types of bifunctor the obvious analogous requirement is imposed. Trifunctors,
quadrafunctors, and so forth, are defined analogously, but will rarely figure
in our discussion. We say that F is additive if, for all A and B, F (A, –) and
F (–, B) are additive univariate functors. We will have no reason to consider
bifunctors that are not additive. indexadditive bifunctor

If F is a bifunctor taking pairs of R-modules to Q-modules, we say that F
is right exact if F (M, –) and F (–, N) are right exact for all M and N , and F
is left exact is F (M, –) and F (–, N) are always left exact. In these definitions
F could be covariant or contravariant in either variable. It is possible that
F could be right exact in one variable and left exact in another, but such
functors are uncommon in practice, so we do not specify terminology for these
cases.

The central focus of homological algebra is a pair of bifunctors whose
domain and range categories are categories of modules over a ring. For
R-modules M and N , HomR(M,N) is the set of R-homomorphisms from
M to N . For a given R-module M , there is an additive covariant functor
HomR(M, –) where, if g : N → N ′ is a morphism,

HomR(M,g) : HomR(M,N)→ HomR(M,N ′)

is the function ϕ 7→ g ◦ϕ. Similarly, there is an additive contravariant functor
HomR(–,M) where, for f ∈ HomR(M,M ′),

HomR(f,N) : HomR(M
′, N)→ HomR(M,N)

is the function ϕ 7→ ϕ ◦ f . Evidently

HomR(M
′, g) ◦ HomR(f,N) = HomR(f,N

′) ◦ HomR(M,g)

because they both take ϕ to f ◦ ϕ ◦ g, so HomR(–, –) is a bifunctor.

Proposition B6.1. HomR(–, –) is left exact.

Proof. First consider a short exact sequence 0 → N ′ i✲ N
p✲ N ′′ → 0.

For an R-module M the sequence

0→ HomR(M,N ′)
i′✲ HomR(M,N)

p′✲ HomR(M,N ′′)
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is exact at HomR(M,N ′) because the injectivity of i implies that i ◦ f 6= 0
whenever 0 6= f ∈ HomR(M,N ′). Since HomR(M, –) is a functor, p ◦ i = 0
implies p′◦i′ = 0. On the other hand, if g ∈ HomR(M,N) and p′(g) = p◦g = 0,
then the given exactness implies that g = i ◦ f for some f ∈ HomR(M,N ′).

Now consider a short exact sequence 0 → M ′ i✲ M
p✲ M ′′ → 0 and

an R-module N . The sequence

0→ HomR(M
′′, N)

p′✲ HomR(M,N)
i′✲ HomR(M

′, N)

is exact at HomR(M
′′, N) because the surjectivity of p implies that h ◦ p 6= 0

whenever 0 6= h ∈ HomR(M
′′, N). Since HomR(–, N) is a functor, p ◦ i = 0

implies i′◦p′ = 0. On the other hand, if g ∈ HomR(M,N) and i′(g) = g◦i = 0,
then the given exactness implies that g = h◦p for some h ∈ HomR(M

′′, N).

The second main example is the tensor product, which has already been
introduced in Chapter A. In addition to the discussion there, at this point it
is only necessary to say that we did verify that –⊗R – is a bifunctor (without
using that term) and that this bifunctor is obviously additive.

Proposition B6.2. –⊗R – is right exact.

Proof. By symmetry, it suffices to show that M ⊗R – is right exact. Consider

a short exact sequence 0→ N ′ i✲ N
p✲ N ′′ → 0. The sequence

M ⊗R N
′ i′✲ M ⊗R N

p′✲ M ⊗R N
′′ → 0

is exact at M ⊗R N
′′ because the surjectivity of p implies that every m⊗ n′′

is in the image of p′. Since p ◦ i = 0 and M ⊗R – is a functor, p′ ◦ i′ = 0.
It remains to show that Ker p′ = Im i′. Since p′ ◦ i′ = 0, p′ induces a

homomorphism u : Coker i′ →M ⊗N ′′. If we can show that u is injective, we
will be done.

Since M ⊗R Im i ⊂ Im i′, there is a surjection v :M ⊗ Coker i→ Coker i′.
For m ∈M and n′′ ∈ N ′′ choose n ∈ p−1(n′′) and let ϕ(m,n′′) denote the

image of m⊗n in M ⊗R Coker i. The difference between two preimages of n′′

is an image of i, so ϕ(m,n′′) does not depend on the choice of n. Evidently ϕ
is R-bilinear. Therefore the universal property characterization of the tensor
product (Proposition A6.1) gives a unique homomorphism w : M ⊗R N

′′ →
M ⊗R Coker i such that w(m⊗ n′′) = ϕ(m,n′′).

Starting with m ⊗ n′′, pick some n ∈ p−1(n′′). Then w(m ⊗ n′′) is the
image of m⊗n in M ⊗RCoker i, v(w(m⊗n′′)) is the image of this in Coker i′,
and u(v(w(m ⊗ n′′))) = m⊗ n′′. Thus u ◦ v ◦ w is the identity, so u must be
injective.

Although the univariate functors derived from HomR(–, –) and –⊗R – are
not exact in general, for any particular M the derived univariate functors can
be exact. This gives three very important properties of M -modules. Specifi-
cally, M is:
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(a) projective if HomR(M, –) is exact;

(b) injective if HomR(–,M) is exact;

(c) flat if M ⊗R – and –⊗RM are exact.

These are the respective topics of the next three sections.

Historically, injective modules appeared first, in work by Baer in 1940.
Projective modules were introduced in CE. Flat modules were introduced by
Serre (1956) in the famous paper Géométrie Algébrique et Géométrie Ana-
lytique, which came to be known as GAGA, and they have been important
in homological algebra and algebraic geometry since then. Projective and in-
jective modules figure prominently in the further development of the subject,
and will be treated in a parallel manner, both in the next two sections and
in the first two section of Chapter C, even though there are some important
differences. Eventually we will see that when R is Noetherian, a finitely gen-
erated R-module is projective if and only if it is flat, but nevertheless flatness
will have independent significance throughout the remainder.

B7 Projective Modules

Let M and N be R-modules. We say that N is a direct factor of M if there
is a third R-module L such that L ⊕ N and M are isomorphic. Two other
characterizations of this situation occur frequently.

Lemma B7.1. For R-modules M and N the following are equivalent:

(a) N is a direct factor of M .

(b) there are homomorphisms p : M → N and q : N → M such that
p ◦ q = 1N .

(c) there is a short exact sequence 0→ L
i✲ M

p✲ N → 0 that splits.

Proof. If (a) holds, then p : (l, n) 7→ n and q : n 7→ (0, n) satisfy (b). If (b)
holds, then q is a splitting map for 0→ Ker(p)→M → N → 0, so (c) holds.
If (c) holds, and q : N → M splits the sequence, then i ⊕ q : L ⊕N → M is
an isomorphism, so (a) holds.

Proposition B7.2. For an R-module P the following are equivalent:

(a) P is projective.
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(b) Whenever f : P → N and g : M → N are homomorphisms, with g
surjective, there is a homomorphism h : P →M such that f = g ◦ h.

P

M
g ✲

✛

h

N

f

❄

(c) Any exact sequence 0→ K
i✲ M

p✲ P → 0 splits.

(d) P is a direct factor of a free module.

Proof. Since HomR(P, –) is left exact, P is projective if and only if

HomR(P,M)→ HomR(P,N)→ 0

is exact for each short exact sequence 0 → L → M → N → 0. That is, (a)
and (b) are equivalent.

If 0→ K
i✲ M

p✲ P → 0 is exact, applying (b) with N = P , f = 1P ,
and g = p, gives a map q : P →M such that p ◦ q = 1P . Thus (b) implies (c).

Let F be a free module on any set of generators of P , let p : F → P be
the natural projection, let K be the kernel of p, and let i : K → F be the
inclusion. Now (c) implies that P satisfies the last condition in the result
above, so P is a direct factor of F . Thus (c) implies (d).

Suppose that P is a direct factor of a free module F , so that there are
homomorphisms p : F → P and q : P → F with p ◦ q = 1P . Let f : P → N
and g : M → N be as in (b). A homomorphism j : F → M such that
f ◦ p = g ◦ j is induced by any assignment of an element of g−1(f(p(x))) to
each x in a basis of F . Let h = j ◦ q. Then

g ◦ h = g ◦ j ◦ q = f ◦ p ◦ q = f.

Thus (d) implies (b).

Criterion (d) allows us to easily prove that projectivity is preserved by a
change of ring:

Proposition B7.3. If S is an R-algebra and P is a projective R-module, then
S ⊗R P is a projective S-module.

Proof. If F is a free R-module, then S ⊗R F is a free S-module. Concretely,
if {fα} is a basis for F , let N be the free S-module on the set of generators
{1⊗fα}. Then there is an obvious bilinear φ : S×F → N , and any bilinear φ
with domain S ×F is κ ◦ φ where κ is the obvious homomorphism. Therefore
(Proposition A6.1) S ⊗R F = N .

If i : P → F and p : F → P are homomorphisms with p ◦ i = 1P , then
(1S ⊗R p) ◦ (1S ⊗R i) = 1S⊗RP . Thus S⊗R P is a direct factor of S⊗R F .
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Let P be a projective R-module. This result implies that if I is an ideal,
then P/IP is a projective R/I-module, and if S ⊂ R is a multiplicatively
closed set, then S−1P is a projective S−1R-module. But note that if P is
a projective R-module, then S−1P may not be a projective R-module. For
example, Z is a projective Z-module, of course, but Q = (Z \ {0})−1Z cannot
be a projective Z-module because a homomorphism from Q to a free Z-module
is, in effect, a cartesian product of homomorphisms from Q to Z, and the only
such homomorphism is zero.

There is also the following intriguing result.

Proposition B7.4. A projective R-module is flat.

Proof. Let P be projective. By symmetry, proving that P ⊗R – is exact is
enough, and since it is right exact, it suffices to prove that

1P ⊗ f : P ⊗R A→ P ⊗R B

is injective whenever f : A→ B is an injective homomorphism.
Proposition B7.2 gives a free module F and homomorphisms q : P → F

and p : F → P such that p ◦ q is the identity. Let F = ⊕i∈IRi where each
Ri is a copy of R. Since tensor product commutes with direct sum (Lemma
A6.2) we have

F ⊗R A = (⊕iRi)⊗R A = ⊕i(Ri ⊗A) = ⊕iAi

where each Ai is a copy of A. Similarly, F ⊗R B = ⊕iBi, and evidently
1F ⊗ f : F ⊗R A→ F ⊗R B is ⊕ifi : ⊕iAi → ⊕iBi where each fi : Ai → Bi is
a copy of f . In particular, 1F ⊗ f is injective.

Now observe that

q ⊗ 1A : P ⊗R A→ F ⊗R A and q ⊗ 1B : P ⊗R B → F ⊗R B

are injective because in each case (p⊗ 1) ◦ (q⊗1) = (p ◦ q)⊗ 1 is the identity.
We now have the commutative diagram

P ⊗R A
1P⊗f−−−−→ P ⊗R B

q⊗1A

y
yq⊗1B

F ⊗R A
1F⊗f−−−−→ F ⊗R B

in which the vertical maps and the lower map are injections, so the upper map
must also be an injection.

It is easy to see that if f : A→ B is an injective Z-module homomorphism,
then 1Q ⊗ f : Q ⊗Z A → Q ⊗Z B is injective, so Q is Z-flat. But the only
homomorphism from Q to Z, or from Q to any free Z-module, is zero, so Q is
not Z-projective. However, later in this chapter we will see that a flat module
is projective if it is finitely presented.
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B8 Injective Modules

Paralleling the description of projective modules above, there are the following
alternative characterizations of injective modules. Another important charac-
terization will be developed later, after we have shown that every R-module
can be embedded in an injective R-module.

Proposition B8.1. For an R-module J the following are equivalent:

(a) J is injective.

(b) Whenever f : L → J and g : L → M are homomorphisms, with g
injective, there is a homomorphism h :M → J such that f = h ◦ g.

L
g ✲ M

J

f

❄✛

h

(c) Whenever f : L→ J and g : L→M are homomorphisms with Ker(g) ⊂
Ker(f), there is a homomorphism h :M → J such that f = h ◦ g.

(d) (Baer’s Criterion) For any ideal I of R, every R-homomorphism I → J
can be extended to an R-homomorphism R→ J .

Proof. Since HomR(–, J) is a left exact contravariant functor, J is injective if
and only if

HomR(M,J)→ HomR(L, J)→ 0

is exact for each short exact sequence 0 → L → M → N → 0, which is
precisely (b). Thus (a) and (b) are equivalent.

Clearly (c) implies (b). For the converse suppose that Ker(g) ⊂ Ker(f),
and let f̃ : L/Ker(g) → J and g̃ : L/Ker(g) → M be the obvious derived
maps. Then g̃ is injective, so there is an h : M → J such that f̃ = h ◦ g̃. Let
π : L→ L/Ker(g) be the map ℓ 7→ ℓ+Ker(g). Then

f = f̃ ◦ π = h ◦ g̃ ◦ π = h ◦ g.

It now suffices to show that (b) and Baer’s criterion are equivalent, and it
is easy to see that (b) implies Baer’s criterion: put L = I and M = R. So,
suppose that Baer’s criterion holds, let f : L→ J be given, and suppose that
L is a submodule of M . (This formulation of the given data of (b) eases the
discussion.)

Let A be the set of ordered pairs (N, j) where N is a submodule of M that
contains L and j : N → J is a homomorphism such that j|L = f . We write
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(N, j) ≤ (N ′, j′) if N ⊂ N ′ and j′|N = j; this is a partial ordering of A, and
the union (in the obvious sense) of any chain in this ordering is an element of
A that is an upper bound of the chain. Therefore Zorn’s lemma implies that
A has a maximal element (N, j).

Aiming at a contradiction, suppose there is some m ∈M \N . Let

I = (N : m) = { r ∈ R : rm ∈ N },

let α : I → J be the homomorphism α(r) = j(rm), and let β : R → J be an
extension. We can now set N = N +Rm and define an extension j : N → J
of j by setting

j(n + rm) = j(n) + β(r).

This is unambiguous because if n′ + r′m = n+ rm, then r′ − r ∈ I, and

j(n′) + β(r′)− j(n)− β(r) = j(n′ − n) + j((r′ − r)m) = 0.

Since (N, j) contradicts the maximality of (N, j), the proof is complete.

Direct sums and products of injective modules are injective.

Lemma B8.2. A direct sum J =
⊕

α Jα (or a direct product J =
∏
α Jα) of

R-modules is injective if and only if each Jα is injective.

Proof. The proof will be based on (b) of Proposition B8.1 as the criterion for
injectivity. Let homomorphisms f : L → J and g : L → M be given, with g
injective.

The proofs for the two constructions are exactly the same. For each α let
iα : Jα → J and pα : J → Jα be the usual inclusion and projection. First
suppose that each Jα is injective. Then for each α there is hα :M → Jα such
that hα ◦g = pα ◦f . These combine to give h :M → J with pα ◦h◦g = pα ◦f
for all α, which means (by virtue of the universal property characterizing the
direct product, if you like) that h ◦ g = f .

Now suppose that J is injective, and for some α consider a homomorphism
fα : L→ Jα. There is a homomorphism h :M → J such that h ◦ g = iα ◦ fα,
and pα ◦ h has the desired property: (pα ◦ h) ◦ g = fα.

An abelian group G is divisible if, for each g ∈ G and nonzero integer n,
there is some g′ ∈ G with ng′ = g. An abelian group is the same thing as a Z-
module, so divisibility amounts to Baer’s criterion: any homomorphism from
an ideal (n) to G has an extension to Z. Thus an abelian group is divisible if
and only if it is an injective Z-module. The prototypical injective Z-module is
Q. As this example suggests, in contrast to projective modules (e.g., R itself
is always projective) for many rings nonzero injective modules are necessarily
quite “large” in relation to the ring, and are rarely finitely generated.

We will need to know that any quotient of a divisible group is divisible.
The logic of the proof is a bit more general.
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Proposition B8.3. If R is a PID, J is an injective R-module, and L is a
submodule of J , then J/L is injective.

Proof. We show that J/L satisfies Baer’s criterion. Let ϕ : I → J/L be a
homomorphism whose domain is an ideal I ⊂ R, and let π : J → J/L be the
quotient map. Choose i ∈ R and j ∈ J such that I = (i) and ϕ(i) = j +L. A
PID is an integral domain, so the formula ϕ′(ri) = rq unambiguously defines
a homomorphism ϕ′ : I → J such that π ◦ϕ′ = ϕ. Baer’s criterion for J gives
an extension ψ′ : R→ J of ϕ′, and ψ = π ◦ ψ′ is an extension of ϕ.

Corollary B8.4. Q/Z is an injective Z-module, and consequently it is divis-
ible.

B9 Flat Modules

The geometric interest of flatness depends in large part on it being a local
property in the sense of the following result.

Lemma B9.1. For an R-module M the following are equivalent:

(a) M is flat;

(b) for any multiplicatively closed set S ⊂ R, S−1M is a flat S−1R-module;

(c) for any maximal ideal m, Mm is a flat Rm-module.

Proof. That (a) implies (b) follows from the fact (Lemma A6.6) that for any
S−1R-module N , S−1M ⊗S−1R N =M ⊗R N . Of course (b) implies (c).

Suppose that (c) holds, let N ′ → N be an injection, and let L be the kernel
of N ′ ⊗RM → N ⊗RM , so there is an exact sequence

0→ L→ N ′ ⊗RM → N ⊗RM.

For any maximal ideal m the sequence

0→ L⊗Rm
Rm → (N ′ ⊗RM)⊗R Rm → (N ⊗RM)⊗R Rm

is exact because (Proposition A6.8) Rm is a flat R-module. Now Lemma A6.6
and Proposition A6.5 give

(N ′ ⊗RM)⊗R Rm = (N ′ ⊗RM)m = N ′
m ⊗Rm

Mm,

and similarly for N . The hypothesis implies that N ′
m⊗Rm

Mm → Nm⊗Rm
Mm

is injective, so L⊗R Rm = Lm = 0. Since this is true for any m, Lemma A5.8
implies that L = 0.

We now give a minimal sufficient condition for flatness that is an analogue
of Baer’s criterion for injectivity.
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Proposition B9.2. For an R-module M the following are equivalent:

(a) M is flat.

(b) Whenever i : K → L is an injection, i ⊗ 1M : K ⊗R M → L ⊗R M is
injective.

(c) For every ideal I, I ⊗RM → R⊗RM =M is injective.

Proof. Because – ⊗R M is right exact, (a) and (b) are equivalent. That (b)
implies (c) is trivial, so we only need to show that (c) implies (b).

First suppose that L is free of finite rank, i.e., L = Rn for some n. If n = 1
then K is an ideal, and injectivity holds by assumption. By induction we may
assume that n > 1, so L = L1 ⊕ L2 where L1 and L2 are free modules of
smaller rank, for which the claim may be assumed to hold. Let K1 = K ∩L1,
and let K2 be the image of K in L/L1 = L2. We have the following diagram
with exact rows:

K1
✲ K ✲ K2

✲ 0

L1

❄
✲ L

❄
✲ L2

❄
✲ 0

Since –⊗RM is right exact, the diagram

K1 ⊗RM ✲ K ⊗RM ✲ K2 ⊗RM ✲ 0

L1 ⊗RM

β
❄ ι✲ L⊗RM

γ
❄

✲ L2 ⊗RM

δ
❄

✲ 0

also has exact rows. The induction hypothesis implies that β and δ are injec-
tive, and ι is injective because L1 is a direct factor of L. (If the composition

L1
i✲ L

p✲ L1 is the identity, then (p ⊗ 1M ) ◦ (i ⊗ 1M ) = 1L1⊗RM .)
Therefore Lemma B1.1 (a) implies that γ is injective.

Now suppose that L is free, but not necessarily of finite rank, and that
{ℓi}i∈I is a basis. Any x ∈ K ⊗RM is a finite sum

∑
j kj ⊗mj , and each kj

is a linear combination of the ℓi, so there is a finite I0 ⊂ I such that x is in
the image of (K ∩ L0) ⊗R M → K ⊗R M , where L0 is the submodule of L
generated by {ℓi}i∈I0 . From above we know that (K ∩L0)⊗RM → L0⊗RM
is injective, and L0⊗RM → L⊗RM is injective because L0 is a direct factor,
so if x goes to zero in L⊗RM , then 0 is its only preimage in (K ∩L0)⊗RM .

Now let L be arbitrary, and let 0 → Z → F → L → 0 be exact, where F
is free. (For example F could have the elements of L as its set of generators.)
Let E ⊂ F be the preimage of K. There is a commutative diagram with exact
rows which, when tensored with M , gives

Z ⊗RM ✲ E ⊗RM ✲ K ⊗RM ✲ 0

Z ⊗RM

α
❄

✲ F ⊗RM

β
❄

✲ L⊗RM

γ
❄

✲ 0.
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The rows here are also exact, α is the identity, and β is injective, so (after
adding a pair of zeros on the right) the five lemma implies that γ is injective.

There is also a characterization of flatness in terms of what we thought
algebra was when we were in high school. A relation

∑
i rimi = 0 inM is trivial

if there are m′
1, . . . ,m

′
m ∈ M and ring elements aij such that xi =

∑
j aijm

′
j

for all i and
∑

i riaij = 0 for all j.

Proposition B9.3 (Equational Criterion for Flatness). M is flat if and only
if every relation in M is trivial.

Proof. Suppose that M is flat, so I ⊗R M → R ⊗R M is injective for every
ideal I. Let

∑n
i=1 rimi = 0 be a relation. Let I = (r1, . . . , rn), let e1, . . . , en

be generators for Rn, let Rn → I be the map taking each ei to ri. and let K
be the kernel. Then 0 → K → Rn → I → 0 is exact. Since

∑
i ri ⊗mi maps

to zero in R ⊗R M = M , it is zero in I ⊗R M , so
∑

i ei ⊗mi maps to zero
in I ⊗RM , and consequently there is a

∑
j kj ⊗m

′
j ∈ K ⊗RM that maps to∑

i ei ⊗mi. Setting kj =
∑

i aijei, the equations of triviality are satisfied.

Now suppose that every relation in M is trivial. In view of the last result
it suffices to show that for a given ideal I the map I ⊗RM → R ⊗RM = M
is injective. Let

∑
i ri ⊗mi be an element of I ⊗RM that goes to zero. This

means that
∑

i rimi = 0, so there are m′
1, . . . ,m

′
m ∈M and ring elements aij

such that xi =
∑

j aijm
′
j for all i and

∑
i riaij = 0 for all j. Now

∑

i

ri ⊗mi =
∑

i

ri ⊗
(∑

j

aijm
′
j

)
=

∑

j

(∑

i

riaij

)
⊗m′

j = 0.

The main result that will be carried forward from the remainder of this
section is that a finitely presented flat R-module is projective. (Recall (Propo-
sition B7.4) that any projective R-module is flat.) The tool used to prove this
has quite general interest and significance.

LetG andH be abelian groups, and let α : G→ H be a homomorphism. In
general, a character of G is a homomorphism from G to the circle group R/Z.
We will restrict attention to characters that take values in Q/Z. In a nutshell,
Pontryagin duality is the additive contravariant functor HomZ(·,Q/Z). Let
G∗ = HomZ(G,Q/Z) and α

∗ = HomZ(α,Q/Z) : H
∗ → G∗.

Lemma B9.4. G∗ = 0 if and only if G = 0, and α∗ = 0 if and only if α = 0.

Proof. Of course G∗ = 0 if G = 0 and α∗ = 0 if α = 0, because Pontryagin
duality is an additive functor. Suppose 0 6= g ∈ G. If the order of g is finite,
we can induce a nonzero map from Zg to Q/Z by mapping g to any element of
the same order, while if the order of g is infinite, then for any nonzero element
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of Q/Z there is a homomorphism Zg → Q/Z taking g to that element. Since
Q/Z is injective, this homomorphism extends to a nonzero element of G∗.

Saying that α∗ 6= 0 whenever α 6= 0 amounts to a rephrasing of the injec-
tivity of Q/Z.

Now let β : H → I be a second homomorphism.

Lemma B9.5. Ker(β) ⊂ Im(α) if and only if Ker(α∗) ⊂ Im(β∗).

Proof. Suppose that Ker(β) ⊂ Im(α). If ϕ ∈ Ker(α∗), which is to say that
Im(α) ⊂ Ker(ϕ), then Ker(β) ⊂ Ker(ϕ), so there is a γ′ : Im(β) → Q/Z such
that ϕ = γ′ ◦ β. Since Q/Z is injective, γ′ has an extension γ : I → Q/Z, and
ϕ = β∗(γ). Thus Ker(α∗) ⊂ Im(β∗).

If g ∈ Ker(β) \ Im(α), there is a homomorphism γ′ : H/Im(α) → Q/Z

with γ′(g + Im(α)) 6= 0. If γ is the composition H → H/Im(α)
γ′✲ I, then

γ ∈ Ker(α∗) \ Im(β∗).

Combining these two results, we have:

Proposition B9.6. The sequence G
α✲ H

β✲ I is exact if and only if

I∗
β∗
✲ H∗ α∗

✲ G∗ is exact.

This can be applied to 0→ G
α✲ H → Coker(α)→ 0 when α is injective,

and to 0→ Ker(α)→ G
α✲ H → 0 when α is surjective, so:

Corollary B9.7. A homomorphism α : G → H is injective (surjective) if
and only if α∗ is surjective (injective).

For any R-module M we can endow M∗ with a scalar multiplication, so
that M∗ is an R-module, by letting rf be m 7→ f(rm). If β : M → N is an
R-module homomorphism, then β∗ is in fact an R-module homomorphism: if
g ∈ N∗, then

β∗(rg)m = (rg)(β(m)) = g(rβ(m)) = g(β(rm))

= β∗(g)rm = r(β∗(g)m) = (rβ∗(g))m,

so β∗(rg) = rβ∗(g). In this sense we may regard the Pontryagin dual as a
covariant functor from the category of R-modules to itself.

For any R-modules M and N there is a homomorphism

σ(M,N) :M ⊗R N
∗ → HomR(M,N)∗

given by letting σ(M,N)(m ⊗ g) be the map that takes α ∈ HomR(M,N) to
g(α(m)).

Proposition B9.8. The system of homomorphisms σ(M,N) is a natural trans-
formation of bifunctors.
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Proof. That the relevant diagrams commute is shown just by using the defi-
nitions to evaluate the two compositions. If ϕ :M →M ′ is a homomorphism,
then σ(M ′,N)(ϕ(m)⊗ g) is the map taking α′ ∈ HomR(M

′, N) to g(α′(ϕ(m))).
On the other hand

HomR(ϕ,N)∗(σ(M,N)(m⊗ g)) = HomZ

(
HomR(ϕ,N),Q/Z

)
(σ(M,N)(m⊗ g))

= σ(M,N)(m⊗ g) ◦HomR(ϕ,N) = (α 7→ g(α(m))) ◦ (α′ 7→ α′ ◦ ϕ).

Thus the diagram

M ⊗R N
∗ ϕ
−−−−→ M ′ ⊗R N

∗

σ(M,N)

y
yσ(M′,N)

HomR(M,N)∗
ϕ

−−−−→ HomR(M
′, N)∗

commutes.
If ψ : N → N ′ is a homomorphism, then

σ(M,N)(m⊗ ψ
∗(g′)) = σ(M,N)(m⊗HomZ(ψ,Q/Z)g

′) = σ(M,N)(m⊗ (g′ ◦ ψ))

is the map α 7→ g′(ψ(α(m))), and

HomR(M,ψ)∗(σ(M,N ′)(m⊗ g
′) = HomZ

(
HomR(M,ψ),Q/Z

)
(σ(M,N ′)(m⊗ g

′))

= σ(M,N ′)(m⊗ g
′) ◦ HomR(M,ψ) = (α 7→ g′(α(m))) ◦ (α 7→ ψ ◦ α).

Thus the diagram

M ⊗R N
′∗ ψ

−−−−→ M ⊗R N
∗

σ(M,N′)

y
yσ(M,N)

HomR(M,N ′)∗
ψ

−−−−→ HomR(M,N)∗

commutes.

We will also need the following simple fact

Lemma B9.9. For any R-modules M1, M2, and N ,

σ(M1⊕M2,N) = σ(M1,N) ⊕ σ(M2,N).

Proof. By definition, σ(M1⊕M2,N)((m1,m2) ⊗ g) is the map taking α = α1 ⊕
α2 ∈ HomR(M1 ⊕M2, N) to g(α(m1,m2)) = g(α1(m1)) + g(α2(m2)).

Recall that an R-module M is finitely presented if, for some integers m
and n, there is a short exact sequence Rm → Rn → M → 0. That is, M is
finitely generated, and for some system of generators the module of relations
Ker(Rn →M) is also finitely generated.
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Proposition B9.10. If M and N are R-modules and M is finitely presented,
then σ(M,N) is an isomorphism.

Proof. This is true when M = R because g ∈ N∗ is mapped to 1 ⊗ g by
the isomorphism between N∗ and R ⊗R N

∗, then to α 7→ g(α(1)) by σ(R,N),
then back to g by the isomorphism between Hom(R,N)∗ and N∗. In view of
Lemma B9.9 it is also true when M = Rm.

Now let Rm → Rn →M → 0 be exact, and consider the diagram

Rm ⊗R N
∗ ✲ Rn ⊗R N

∗ ✲ M ⊗R N
∗ → 0

HomR(R
m, N)∗

σ(Rm,N) ❄
✲ HomR(R

n, N)∗

σ(Rn,N) ❄
✲ HomR(M,N)∗

σ(M,N) ❄
→ 0.

This diagram commutes because of the last result. The first row is exact
because – ⊗R N

∗ is a right exact functor. The second row is exact because
Hom(–, N) is left exact and the Pontryagin dual is exact. We have shown that
the first two vertical maps are isomorphisms, so adding another pair of zeros
on the right, then applying the five lemma, gives the result.

Theorem B9.11. A flat finitely presented R-module is projective.

Proof. Suppose thatM is flat. We wish to show that HomR(M, –) is exact, and
since it is always left exact, this amounts to HomR(M,N) → HomR(M,N ′)
being surjective whenever N → N ′ is surjective. If N → N ′ is surjective, then
N ′∗ → N∗ is injective (Corollary B9.7) and since M is flat, M ⊗R N

′∗ →
M ⊗R N

∗ is injective. The diagram

M ⊗R N
′∗ −−−−→ M ⊗R N

∗

σ(M,N′)

y
yσ(M,N)

HomR(M,N ′)∗ −−−−→ HomR(M,N)∗

commutes because the σ(M,N) are natural, and both vertical homomorphisms
are isomorphisms, so it follows that HomR(M,N ′)∗ → HomR(M,N)∗ is in-
jective. Now Corollary B9.7 implies that HomR(M,N) → HomR(M,N ′) is
surjective.



Chapter C

Univariate Derived Functors

The failure of a functor to be exact can be “measured” by a sequence of derived
functors. The result of applying these functors to an R-module will be defined
as the homology of the application of the functor to projective and injective
resolutions of the module. (Later there will be axiomatic characterizations of
the derived functors, but such concrete calculations will continue to dominate
our reasoning concerning derived functors.) Naturally we will need to show
that the choice of resolution does not affect the result. Our first task is to
show that projective and injective resolutions exist.

C1 Projective Resolutions

If M is an R-module, a left complex over M is a chain complex

· · · → Xn
dn✲ Xn−1 → · · · → X1

d1✲ X0
ǫ✲ M → 0.

This complex will often be denoted simply by X. There is also the truncated
complex

· · · → X3
d3✲ X2

d2✲ X1
d1✲ X0 → 0

which will be denoted by the corresponding bold faced letter, in this case X.
We say that X is projective (free, flat) if X0,X1, . . . are projective (free, flat).
If it is both projective (free, flat) and acyclic, it is a projective (free, flat)
resolution of M . Since a free module is projective (Proposition B7.2) and a
projective module is flat (Proposition B7.4) a free resolution is a projective
resolution and a projective resolution is a flat resolution.

Usually we think ofM as the given object, and for this reason it is intuitive
to state results in terms that highlight it. However, many of the arguments,
both here and later, use a different system of notation, called homogeneous
notation, obtained by setting X−1 = M , Xj = 0 for all j < −1, d0 = ǫ :
X0 → X−1, and dj = 0 : Xj → Xj−1 for all j < 0. This will spare us a
certain amount of redundancy arising from special treatments of the initial
step in inductive arguments and constructions. Almost always the only thing
distinctive about the initial case is that more things are zero, which does not
impair the logic of the general case.

Lemma C1.1. Every R-module M has a free resolution.

91
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Proof. The construction is inductive. Suppose that dn : Xn → Xn−1 is given
or has already been constructed. (This may be d−1 : X−1 = M → 0.) We
let Xn+1 be the free module whose generators are a set of generators of the
kernel of dn, and we let dn+1 : Xn+1 → Ker dn be the homomorphism taking
each generator to itself.

Sometimes one would like resolutions with additional properties.

Proposition C1.2. If R is Noetherian and M is a finitely generated R-
module, then M has a free resolution whose modules are all finitely generated.

Proof. As in the proof of C1.1, the construction is inductive. Suppose that
dn : Xn → Xn−1 is given or has already been constructed, with Xn free and
finitely generated. Then Xn is Noetherian (Proposition A4.6) so Ker dn is
finitely generated. Let Xn+1 be the free module on some finite system of
generators, and let dn+1 : Xn+1 → Xn be the homomorphism taking each
generator to itself.

C2 Injective Resolutions

Let M be an R-module. A right complex over M is a cochain complex

0→M
η✲ I0

d0✲ I1 → · · · → In
dn✲ In+1 → · · · .

Our notational conventions are the same as for left complexes: this complex
will often be denoted simply by I, and the truncated complex

0→ I0
d0✲ I1

d1✲ I2
d2✲ I3 → · · ·

will be denoted by I. In arguments using induction we will frequently use
homogeneous notation, setting I−1 =M and d−1 = η.

We say that I is injective if I0, I1, . . . are injective. If I is both injective and
acyclic, it is an injective resolution of M . Our constructions will be based on
selecting an injective resolution of each R-module, and their validity depends
on each R-module having at least one injective resolution. We would like to
construct one inductively, so suppose that we have already constructed

0→M
η✲ I0

d0✲ I1 → · · · → In−1
dn−1

✲ In.

We can continue the construction if there is an injection In/Im(dn−1)→ In+1

with In+1 injective. The category of R-modules is said to have enough injec-
tives because of the following result.

Theorem C2.1. Any R-module can be embedded in an injective R-module.
Consequently every R-module has an injective resolution.
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This terminology makes sense for any abelian category, and in fact one of
the major accomplishments of Grothendieck’s Tohoku paper was to show that
the category of sheaves over a topological space has enough injectives.

Curiously, the proof of Theorem C2.1 is a bootstrap, first establishing the
case R = Z.

Lemma C2.2. Any abelian group G can be embedded in a divisible abelian
group.

Proof. Let Γ be a system of generators for G. Then G is isomorphic to the
quotient F/K of the free abelian group F on Γ by the kernel K of F → G.
The map ϕ : f 7→ f⊗1 embeds F in F ⊗ZQ, which is a direct sum of divisible
groups and consequently divisible itself. There is an induced embedding of G
in (F ⊗Z Q)/ϕ(K), and the latter group is divisible by Proposition B8.3.

Thus the additive group of any R-module can be embedded in a divisible
abelian group. Things now get a bit magical. For an R-module M there is a
map α : M → HomZ(R,M) taking each m to αm : a 7→ am. An embedding
ϕ :M → G of the additive group of M in a divisible group G induces a map

β = HomZ(R,ϕ) : HomZ(R,M)→ HomZ(R,G).

Obviously α and β are embeddings. The trick is to endow HomZ(R,M) and
HomZ(R,G) with R-module structures, so that β ◦α is an injective R-module
homomorphism, and to show that HomZ(R,G) is injective.

In order to fully capture the generality of certain aspects of the construc-
tion we now assume that R is an Q-algebra. Specifically, Q is another com-
mutative ring with unit and there is a homomorphism Q → R taking 1 → 1.
For the sake of less cumbersome notation we treat Q as a subset of R, even
though Q → R need not be injective; careful examination of the argument
below shows that it does not make use of this implicit injectivity.

Let N be an Q-module. If ϕ ∈ HomQ(R,N) and r ∈ R, there is a Q-
module homomorphism rϕ ∈ HomQ(R,N) given by a 7→ ϕ(ra), and it is easy
to verify that this scalar multiplication makes HomQ(R,N) into an R-module.
Note that the Q-module structure of HomQ(R,N) induced by this R-module
structure agrees with the usual Q-module structure because ϕ(qa) = qϕ(a).

Lemma C2.3. Suppose that M is an R-module, N is a Q-module, and ψ :
M → N is a Q-module homomorphism. For m ∈ M let ψm : R → N be the
function ψm(a) = ψ(am). Then ψm ∈ HomQ(R,N), and the map m 7→ ψm is
an R-module homomorphism when HomQ(R,N) has the R-module structure
described above.

Proof. It is easy to verify that ψm ∈ HomQ(R,N):

ψm(a+ b) = ψ((a+ b)m) = ψ(am) + ψ(bm) = ψm(a) + ψm(b);
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ψm(qa) = ψ(qam) = qψ(am) = qψm(a).

It is equally easy to show that m 7→ ψm is an R-module homomorphism:

ψm+m′(a) = ψ(a(m +m′)) = ψ(am) + ψ(am′) = ψm(a) + ψm′(a);

ψrm(a) = ψ(ram) = ψm(ra) = (rψm)(a).

Lemma C2.4. If J is an injective Q-module, then HomQ(R, J) is an injective
R-module.

Proof. Suppose that M is an R-module, L is a submodule, and ϕ : L →
HomQ(R, J) is an R-module homomorphism. We will extend ϕ to an R-
module homomorphism ψ :M → HomQ(R, J).

It will work well to write ϕℓ in place of ϕ(ℓ). Let ϕ̃ : L → J be the map
ℓ 7→ ϕℓ(1). Then:

ϕ̃(ℓ+ ℓ′) = ϕℓ+ℓ′(1) = ϕℓ(1) + ϕℓ′(1) = ϕ̃(ℓ) + ϕ̃(ℓ′);

ϕ̃(qℓ) = ϕqℓ(1) = (qϕℓ)(1) = q(ϕℓ(1)) = qϕ̃(ℓ).

(The first and last equalities are from the definition of ϕ̃, the second is from
the R-module structure of ϕ, and the third is from the point emphasized
above.) Therefore ϕ̃ is an Q-module homomorphism, so it extends to a Q-
module homomorphism ψ̃ : M → J . For m ∈ M let ψm : R → J be the
function ψm(a) = ψ̃(am). The last result implies that m 7→ ψm is an R-
module homomorphism, and it extends ϕ because ψ̃ extends ϕ̃:

ψℓ(a) = ψ̃(aℓ) = ϕ̃(aℓ) = ϕaℓ(1) = (aϕℓ)(1) = ϕℓ(a).

Proof of Theorem C2.1. Let M be an R-module. Lemma C2.2 implies that
there is an injective Z-module homomorphism ϕ :M → G, where G is a divis-
ible abelian group. Let α and β be as described above; of course these maps
are injective. Lemma C2.3 implies that α is an R-module homomorphism. If
ϕ ∈ HomZ(R,M) and a, r ∈ R, then

β(rϕ) : a 7→ ϕ((rϕ)(a)) = ϕ(ϕ(ra)) = (rβ(ϕ))(a).

so β(rϕ) = rβ(ϕ). Therefore β and β ◦α are R-module homomorphisms. The
last result implies that HomZ(R,G) is an injective R-module.

We can now develop another useful characterization of injective modules.

Proposition C2.5. An R-module J is injective if and only if each short exact

sequence 0→ J
i✲ M

p✲ N → 0 splits.
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Proof. Suppose that J is injective. Applying (b) of Proposition B8.1 with
f = 1J and g = i gives a homomorphism j :M → J such that j ◦ i = 1J .

Now suppose that each short exact sequence splits. Theorem C2.1 implies
that J can be embedded in an injective module, which is to say that there
is such a sequence in which M is injective. Since the sequence splits, J is a
direct factor of M , and now Lemma B8.2 implies that J is injective.

C3 Univariate Left Derived Functors

Taking a projective resolution of a module is a form of analysis: we provide
a representation of the module in terms of simpler objects, combined in a
standard and (in some sense) elementary way. The method described in this
section extracts additional information from this decomposition, examining
how it is “deformed” by a functor.

Suppose we are given an additive covariant functor T from R-modules
to Q-modules, where Q is now a second commutative ring with unit. Let
X be a projective resolution of M . We would like to define a sequence of
functors L0T,L1T,L2T, . . . by specifying that (LnT )M is Hn(TX). Suppose
f :M → N is an R-homomorphism, Y is projective resolution of N , and there
is a chain map f : X → Y extending the given f . Compounding our abuse of
notation, let f also denote the truncated chain map from X to Y. We would
like to define

(LnT )f : (LnT )M → (LnT )N

to be Hn(Tf : X→ Y).

One may certainly wonder why one might wish to do this. There is no
quick or easy answer to this question; on the contrary, the entire subject can
be regarded as a (possibly incomplete) response to this query. But prior to
that one must first ask whether the wishes expressed above can be fulfilled at
all in any sensible way.

In order for it to be possible to define (LnT )f there must exist an extension
of the given f to a chain map.

Lemma C3.1. Suppose that

· · · → Xn
dn✲ Xn−1 → · · · → X1

d1✲ X0
ǫ✲ M → 0

and

· · · → Yn
∂n✲ Yn−1 → · · · → Y1

∂1✲ Y0
η✲ N → 0

are left complexes over M and N respectively, with the first projective and
the second exact. Then any homomorphism f : M → N extends to a chain
map given by homomorphisms fn : Xn → Yn. Any two extensions are chain
homotopic.
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Proof. We use homogeneous notation, and in addition set f−1 = f . For
n ≥ −1 suppose that fn is given or has already been defined. We have
∂nfndn+1 = fn−1dndn+1 = 0, so the image of fndn+1 is contained in Ker(∂n) =
Im(∂n+1). Since Xn+1 is projective, there is an fn+1 : Xn+1 → Yn+1 such that
∂n+1fn+1 = fndn+1. Thus the first claim follows by induction.

The second claim is one of the two cases of the following result.

Lemma C3.2. Suppose that in the diagram

· · ·
d3 ✲ X2

d2 ✲ X1
d1 ✲ X0

✲ 0

· · ·
∂3 ✲ Y2

f2 g2
❄ ∂2 ✲ Y1

f1 g1
❄ ∂1 ✲ Y0

f0 g0
❄

✲ 0

the rows are chain complexes, the second of which is exact, {fn} and {gn} are
chain maps, and X1,X2, . . . are projective. If f0 = g0, or if X0 is projective,
then the two chain maps are homotopic.

Proof. Let hn = fn − gn. Let s−1 = 0 : 0 → Y0. For n ≥ 0 suppose
that for −1 ≤ i < n we have already defined si : Xi → Yi+1 such that
hi = ∂i+1si + si−1di. The computation

∂n(hn − sn−1dn) = (hn−1 − ∂nsn−1)dn = sn−2dn−1dn = 0

shows that the image of hn − sn−1dn is contained in Ker(∂n) = Im(∂n+1).
Since Xn is projective (or because h0 = 0) there is an R-homomorphism
sn : Xn → Yn+1 such that ∂n+1sn = hn − sn−1dn. Thus the existence of a
suitable homotopy follows by induction.

These results at least makes it possible to get our project off the ground.
The point of view we adopt is that we have chosen “once and for all” a projec-
tive resolution of each R-module, and for each homomorphism f :M → N we
have chosen an extension f : X → Y where X and Y are the chosen projective
resolutions of M and N . The aspirations announced at the beginning of the
section are now tangible definitions: (a) if X is the chosen projective resolu-
tion of M , then, for each n = 0, 1, 2, . . ., (LnT )M is defined to be Hn(TX);
(b) if in addition f :M → N is an R-homomorphism, Y is the chosen projec-
tive resolution of N , and f : X → Y is the chosen extension with truncation
f : X→ Y, then (LnT )f is defined to be Hn(Tf : X→ Y).

A problem arises when we try to show that each LnT is a functor. Sup-
pose that g : N → P is a second homomorphism, Z is the chosen projective
resolution of P , and g : Y → Z is the chosen extension of g. If it happened
to be the case that g ◦ f : X → Z was the chosen extension of g ◦ f :M → P ,
we could use the fact that T and Hn are functors to infer that

(LnT )(g ◦ f) = (LnT )g ◦ (LnT )f,
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but there is no reason to expect that we have been this lucky.
The way to circumvent this problem is to show that our choices don’t

matter. Specifically, we will show that if we have some second system of
choices, say X ′ for the projective resolution of M , Y ′ for N , f ′ : X ′ → Y ′ as
the extension of f , and so forth, and we use these choices to define (L′

nT )M
for each M and (L′

nT )f for each f , then there is a system of isomorphisms
ιMn : (LnT )M → (L′

nT )M that are natural in the sense that all diagrams

(LnT )M
(LnT )f
−−−−−→ (LnT )N

ιMn

y
yιNn

(L′
nT )M

(L′
nT )f−−−−−→ (L′

nT )N

(∗)

commute. Now we can prove that (LnT )(g◦f) = (LnT )g◦(LnT )f by appealing
to the fact that (L′

nT )(g◦f) = (L′
nT )g◦(L

′
nT )f if the second system is chosen

in such a way that (g ◦ f)′ = g′ ◦ f ′, as is certainly possible. Moreover, in this
way we see that, at least up to natural isomorphism, the choices really don’t
matter, which should certainly contribute to our sense that these definitions
are well founded and potentially interesting.

This style of reasoning may well strike you as a bit suspicious. Although
the choices of projective resolutions and extending chain maps were initially
thought of as “fixed forever,” ex post we are in effect freely pretending that
the choices were whatever we would now happen to find convenient. But there
is actually nothing wrong with this, and in fact it seems not at all unnatural
provided you understand a fundamental feature of homological algebra: the
industry standard for “sameness” is natural isomorphism, not literal equality.
Put another way, we are really dealing with natural isomorphism classes of
functors, rather than individual functors, but our language systematically fails
to distinguish between an equivalence class and one of its representatives.
That is, we speak of “the derived functor LnT” rather that “one of the many
possible naturally isomorphic functors LnT .” Not explicitly acknowledging
this rather minor sleight of hand almost never gives rise to problems, so this is
a very useful convention, and it quickly becomes second nature, to the point
where most authors don’t mention it at all.

We now explain the details of this maneuver. Suppose, as above, that we
have two systems of choices, with X and X ′ the two projective resolutions of
M , and so forth. For each R-module M we choose a chain map iM : X → X ′

that extends the identity function onM . In connection with a homomorphism
f :M → N , it need not be the case that the diagram

X
f

−−−−→ Y

iM

y
yiN

X ′ f ′
−−−−→ Y ′
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commutes, but Lemma C3.2 does imply that f ′ ◦ iM and iN ◦f are homotopic.
However, this turns out to irrelevant. The key point is that Lemma C3.2
implies that the diagram

X
f

−−−−→ Y

iM

y
yiN

X′ f ′
−−−−→ Y′

of truncated chain complexes and chain maps commutes up to homotopy, sim-
ply because everything in sight is projective. Since T is additive, it preserves
the equation defining chain homotopy, so the diagram

T (X)
T (f)
−−−−→ T (Y)

T (iM )

y
yT (iN )

T (X′)
T (f ′)
−−−−→ T (Y′)

also commutes up to homotopy. Applying the homology functor Hn and
setting ιMn = Hn(T (i

M )), we see that diagram (∗) above commutes, as desired.
We are now justified in calling (the natural isomorphism class of) LnT the nth

left derived functor of T .
There is a second sort of left derived functor that will not play any role

in our analysis of HomR(–, –) or – ⊗R –, but which is worth developing, if
only because otherwise the subsequent material will be contorted due to its
lack of an obvious symmetry. Its development involves the injective analogs
of Lemmas C3.1 and C3.2.

Lemma C3.3. Suppose that

0→M
η✲ I0

d0✲ I1 → · · · → In
dn✲ In+1 → · · ·

and

0→ N
κ✲ J0

∂0✲ J1 → · · · → Jn
∂n✲ Jn+1 → · · ·

are cochain complexes, the first of which is exact, and J0, J1, J2, . . . are injec-
tive. Then any homomorphism f : M → N extends to a chain map given by
homomorphisms fn : In → Jn.

Proof. We use homogeneous notation. Supposing that, for some n ≥ −1,
fn−1 and fn are given or have already been defined, by induction it suffices
to find a suitable fn+1. We have Im(dn−1) ⊂ Ker(∂nfn) because ∂

nfndn−1 =
∂n∂n−1fn−1 = 0, so ∂nfn induces a map from In/Im(dn−1) ∼= Im(dn) to Jn+1.
Since Jn+1 is injective this extends to a homomorphism fn+1 : In+1 → Jn+1

such that fn+1dn = ∂nfn.
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Lemma C3.4. Suppose that in the diagram

0 ✲ I0
d0 ✲ I1

d1 ✲ I2 ✲ 0

0 ✲ J0

f0 g0

❄ ∂0 ✲ J1

f1 g1

❄ ∂1 ✲ J2

f2 g2

❄
✲ 0

the rows are cochain complexes, {fn} and {gn} are chain maps, and J1, J2, . . .
are injective. If f0 = g0, or if J0 is injective, then the two chain maps are
homotopic.

Proof. Let hn = fn−gn. Let s−1 : I−1 → J−2 and s
0 : I0 → J−1 both be zero.

By induction, it suffices to show that if we have already defined si : Ii → Ji−1

such that hi−1 = ∂i−2si−1 + sidi−1 for all i ≤ n, then we can also define a
satisfactory sn+1. The computation

(hn − ∂n−1sn)dn−1 = ∂n−1(hn−1 − sndn−1) = ∂n−1∂n−2sn−1 = 0

shows that Ker(dn) = Im(dn−1) ⊂ Ker(hn−∂n−1sn). Therefore we may regard
hn − ∂n−1sn as a map defined on In/Ker(dn) ∼= Im(dn). Since Jn is injective
(or h0 = 0) there is an sn+1 : In+1 → Jn such that sn+1dn = hn− ∂n−1sn.

Let U be an additive contravariant functor from the category of R-modules
to the category of Q-modules. Suppose that we have chosen an injective
resolution of each R-module, and for each homomorphism f : M → N we
have chosen an extension f : I → J where I and J are the chosen injective
resolutions of M and N . If I is the chosen injective resolution of M , then,
for each n = 0, 1, 2, . . ., (LnU)M is defined to be Hn(UI), and if f : M → N
is an R-homomorphism, J is an injective resolution of N , and f : I → J is
the chosen extension with truncation f : I→ J, then (LnU)f is defined to be
Hn(Uf : J→ I).

Suppose, as above, that we have two systems of choices, with I and I ′

the two projective resolutions of M , and so forth. For each R-module M we
choose a chain map iM : I → I ′ that extends the identity function on M . In
connection with a homomorhism f : M → N , Lemma C3.4 implies that the
diagram

I
f

−−−−→ J

iM

y
yiN

I′
f ′

−−−−→ J′

of truncated chain complexes and chain maps commutes up to homotopy be-
cause all the modules are injective. Since U is additive, it preserves the equa-
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tion defining chain homotopy, so the diagram

U(J′)
U(f)′
−−−−→ U(I′)

U(iM )

y
yU(iN )

U(J)
U(f)
−−−−→ U(I)

also commutes up to homotopy. Applying the homology functor Hn and
setting ιMn = Hn(U(iM )), we see that for each n the diagram

(L′
nU)N

(L′
nU)f

−−−−−→ (L′
nU)M

ιMn

y
yιNn

(LnU)N
(LnU)f
−−−−−→ (LnU)M

(∗)

commutes. This implies that (LnU)(g◦f) = (LnU)f◦(LnU)g when g :M → P
is a second homomorphism, because we can choose a system of resolutions and
extensions with the extension of g◦f equal to the composition of the extension
of f with the extension of g. That is, LnU is a contravariant functor. And
of course it also implies that, up to natural isomorphism, the definition of
LnU does not depend on the chosen resolutions and extensions. We call (the
natural isomorphism class of) LnU the nth left derived functor of U .

Let T and U be as above. It turns out that when these are exact, the left
derived functors don’t give anything new. When they are right exact, L0T
and L0U are the identity, but it can still be the case that the higher order
derived functors are nontrivial.

Proposition C3.5. If T is exact, then LnT = 0 for all n ≥ 1. If T is right
exact, then T and L0T are naturally isomorphic. If U is exact, then LnU = 0
for all n ≥ 1. If U is right exact, then U and L0U are naturally isomorphic.

Proof. Suppose

· · · → Xn
dn✲ Xn−1 → · · · → X1

d1✲ X0
ǫ✲ M → 0

is the chosen projective resolution of M . If T is exact, then the truncated
sequence

· · · → TX2
Td2✲ TX1

Td1✲ TX0 → 0

is exact everywhere except at TX0.
Now suppose that T is only right exact. Then

TX1
Td1✲ TX0

Tǫ✲ TM → 0

is exact, and Tǫ induces an isomorphism

Tǫ : (L0T )M = TX0/Im(Td1)→ TM.
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To establish naturality, suppose that suppose that f :M → N is a homomor-
phism, let

· · · → Yn
∂n✲ Yn−1 → · · · → Y1

∂1✲ Y0
η✲ N → 0

be the chosen projective resolution of N , and let {fn : Xn → Yn} be a chain
map extending f , as per Lemma C3.1. Then Tf1 maps Im(Td1) into Im(T∂1)
because T∂1 ◦ Tf1 = Tf0 ◦ Td1, so we can pass to a commutative diagram

(L0T )M = TX0/Im(Td1)
Tǫ
−−−−→ TM

(L0T )f=Tf0

y
yTf

(L0T )N = TY0/Im(T∂1)
Tη
−−−−→ TN.

The proofs of the assertions for LnU follow the same pattern, with injective
rather than projective resolutions.

C4 Univariate Right Derived Functors

The material in this section is dual to what we did in the previous section.
We assume that an injective resolution

0→M
η✲ I0

d0✲ I1 → · · · → In
dn✲ In+1 → · · ·

and a projective resolution

· · · → Xn
dn✲ Xn−1 → · · · → X1

d1✲ X0
ǫ✲ M → 0

have been assigned to each object M in the category of R-modules. For
each homomorphism f : M → N we assume that a particular chain map
F : X → Y extending f has been chosen, where X and Y are the chosen
projective resolutions of M and N . We also assume that a particular cochain
map f : I → J extending f has been chosen, where I and J are the chosen
injective resolutions of M and N .

Suppose we are given an additive covariant functor T and an additive
contravariant functor U from R-modules to Q-modules. For n ≥ 0 we define
(RnT )M to be the nth cohomology group of the truncated sequence

0→ TI0
Td0✲ TI1 → · · · → TIn

Tdn✲ TIn+1 → · · · .

and we define (RnU)M to be the nth cohomology group of the truncated
sequence

0→ UX0
Ud0✲ UX1 → · · · → UXn

Udn✲ UXn+1 → · · · .
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Suppose f : M → N is an R-homomorphism, and let J and Y be the
chosen injective and projective resolutions of N , and let f : X → Y and
f : I → J be the chosen extensions of f . These can be truncated to a chain
map f : X→ Y and a cochain map f : I→ J. For n = 0, 1, 2, . . . let

(RnT )f = Hn(Tf : T I→ TJ) : (RnT )M → (RnT )N

and
(RnU)f = Hn(Uf : UY → UX) : (RnU)N → (RnU)M.

The methods we used earlier to show that LnT and LnU are functors can now
be used to show that RnT and RnU are functors.

Suppose that there is a second system of choices of injective resolutions,
with I ′ the resolution of M , J ′ the resolution of N , etc. Suppose also that for
each homomorphism f : M → N we have chosen an extension to a cochain
map f ′ : I → J . Let (Rn′T )M = Hn(T I′), and let

(Rn′T )f = Hn(Tf ′ : T I′ → TJ′)) : (Rn′T )M → (Rn′T )N.

Also, for each M we choose a cochain map iM : I → I ′ extending the iden-
tity. Since all the modules involved are injective, Lemma C3.4 implies that
f ′ ◦ iM and iN ◦ f are homotopic. Since T is additive, it preserves the equa-
tions expressing homotopy, so T (f ′) ◦T (iM ) and T (iN ) ◦T (f) are homotopic.
Applying the functor Hn, we find that the diagram

(RnT )M
(RnT )f
−−−−−→ (RnT )N

Hn(T iN )

y
yHn(T iM )

(Rn′T )M
(Rn′T )f
−−−−−→ (Rn′T )N

commutes.
This shows that RnT is, in fact, a covariant functor, because if g : N → P

is a second homomorphism, K is the chosen injective resolution of P , and g
is also the extension of g to a cochain map, then it could be the case that
g ◦ f : I → K is the chosen extension of g ◦ f :M → P . In addition, it shows
that, up to natural isomorphism, its definition does not depend on the choices
of injective resolutions and extensions to cochain maps. It should be obvious
that the methods used to show that LnT is a functor, and independent of
choices, work equally well for RnU , so we regard these results as established.
We are now justified in calling RnT and RnU the nth right derived functors
of T and U .

There is the following analog of Proposition C3.5. The reader is invited to
check for herself that the ideas used in the proof of that result, with obvious
modifications, work equally well for right derived functors.

Proposition C4.1. If T is exact, then RnT = 0 for all n ≥ 1. If T is left
exact, then T and R0T are naturally isomorphic. If U is exact, then RnU = 0
for all n ≥ 1. If U is left exact, then U and R0U are naturally isomorphic.
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C5 Short Exact Sequences of Resolutions

In order to derive long exact sequences of derived functors, the settings of
Propositions B4.3 and B4.4 must be attained. The results that do this are, un-
fortunately and unavoidably, technical and computational in character. This
section is devoted to them.

Lemma C5.1. Suppose we are given a diagram

0 ✲ X1

❄ i1✲ Y1
❄ p1✲ Z1

❄
✲ 0

0 ✲ X0

d1
❄ i0✲ Y0

d1
❄ p0✲ Z0

d1
❄

✲ 0

0 ✲ A

d0
❄ i ✲ B

d0
❄ p ✲ C

d0
❄

✲ 0

0
❄

0
❄

0
❄

in which 0→ A
i✲ B

p✲ C → 0 is a short exact sequence of R-modules, X
and Z are left complexes over A and C, and for all n ≥ 0 we have Yn = Xn⊕Zn
with in(x) = (x, 0) and pn(x, z) = z. Then (with respect to homogeneous
notation):

(a) For each n it is the case that dn ◦ in = in−1 ◦ dn and dn ◦ pn = pn−1 ◦ dn
if and only if there is a homomorphism ηn : Zn → Xn−1 such that

dn(x, z) = (dn(x) + ηn(z), dn(z)). (∗)

(b) If this is the case for all n, then, for each n, 0 = dn−1 ◦ dn : Yn → Yn−2

if and only if

0 = dn−1 ◦ ηn + ηn−1 ◦ dn : Zn → Xn−2.

Proof. Taking compositions of dn : Yn → Yn−1 with the projections gives
homomorphisms ϕn and ψn such that

dn(x, z) = (ϕn(x, z), ψn(x, z)).

If pn−1 ◦ dn = dn ◦ pn, then ψn(x, z) = dn(z), and if in−1 ◦ dn = dn−1 ◦ in,
then dn(x) = ϕn(x, 0), so setting ηn(z) = ϕn(0, z) gives (∗). Conversely, if, for
some homomorphism ηn : Zn → Xn−1, we define dn : Yn → Yn−1 by setting

dn(x, z) =
(
dn(x) + ηn(z), dn(z)

)
,
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then pn−1 ◦ dn = dn ◦ pn and in−1 ◦ dn = dn ◦ in follow automatically.

Now (b) follows from a simple and straightforward calculation:

dn−1(dn(x, z)) = dn−1

(
dn(x) + ηn(z), dn(z)

)

=
(
dn−1(dn(x) + ηn(z)) + ηn−1(dn(z)), dn−1(dn(z))

)

=
(
dn−1(ηn(z)) + ηn−1(dn(z)), 0

)
.

The following is known as the horseshoe lemma, in accord with the diagram
of its given elements.

Lemma C5.2. Suppose we are given a short exact sequence

0→ A
i✲ B

p✲ C → 0

of R-modules, an acyclic left complex X over A, and a projective left complex
Z over C. Then there exists a left complex Y over B and extensions of i and
p to chain maps such that the sequence

0→ X
i✲ Y

p✲ Z → 0

is a short exact sequence of left complexes over 0→ A→ B → C → 0.

Proof. For each n ≥ 0, let Yn = Xn ⊕ Zn, and let in : Xn → Yn and pn :
Yn → Zn be the functions in(x) = (x, 0) and pn(x, z) = z. Of course 0 →

Xn
in✲ Yn

pn✲ Zn → 0 is exact, so the remaining step is the construction
of suitable homomorphisms dn : Yn → Yn−1.

In view of the last result, it suffices to construct homomorphisms ηn :
Zn → Xn−1 such that dn ◦ ηn+1 + ηn ◦ dn+1 = 0 for all n, with respect to
homogeneous notation. Setting ηn = 0 for all n < 0, it is clear that this
equation holds whenever n < −1. Fixing n ≥ −1, suppose that ηj has already
been defined for all j ≤ n in such a way that this equation holds with n
replaced by any j < n. In particular, dn−1 ◦ ηn = −ηn−1 ◦ dn, so

dn−1 ◦ ηn ◦ dn+1 = −ηn−1 ◦ dn ◦ dn+1 = 0,

and consequently the image of ηn ◦ dn+1 is contained in the kernel of dn−1.
Since X is acyclic, the kernel of dn−1 is the image of dn, which is of course
also the image of −dn. Since Zn+1 is projective, it follows that there is an
ηn+1 such that −dn ◦ ηn+1 = ηn ◦ dn+1.

In the last result stronger assumptions give stronger conclusions.
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Lemma C5.3. Suppose we are given a short exact sequence

0→ X
i✲ Y

p✲ Z → 0

of left complexes over a short exact sequence

0→ A
i✲ B

p✲ C → 0

of R-modules. If X and Z are acyclic, then so is Y , if X and Z are projective,
then so is Y , and if X and Z are free, then so is Y .

Proof. If X and Z are acyclic, then (with respect to homogeneous notation)
Hn(X) = 0 and Hn(Z) = 0 for all n. In this circumstance the long exact
sequence for homology implies that Hn(Y ) = 0 for all n.

Suppose that X and Z are projective. For each n ≥ 0 the sequence 0 →
Xn → Yn → Zn → 0 is exact. Since Zn is projective, this sequence splits: there
is a qn : Zn → Yn such that pn ◦ qn is the identity, so that up to isomorphism
we have Yn = Xn ⊕ Zn, in(x) = (x, 0), and pn(x, z) = z. Since Xn is also
projective, Yn is a direct sum of two direct summands of free modules, so it is
itself a direct summand of a free module. Of course if X and Z are free, this
argument shows that Y is free.

The following result is one of the main points of the various constructions
above:

Proposition C5.4. For any short exact sequence 0→ A
i✲ B

p✲ C → 0

of R-modules there is a short exact sequence 0 → X
i✲ Y

p✲ Z → 0 of
left complexes over the given sequence with X, Y , and Z free resolutions of
A, B, and C respectively.

Proof. Lemma C1.1 implies that there are free resolutions X and Z of A and
C. Lemma C5.2 implies that there is a left complex Y over B and extensions

of i and p to chain maps such that 0 → X
i✲ Y

p✲ Z → 0 is a short

exact sequence of left complexes over 0 → A
i✲ B

p✲ C → 0. The last
result implies that Y is acyclic and free, hence a free resolution of Y .

In the obvious way one can define a category of short exact sequences of
left complexes. The next result shows how to complete the construction of a
morphism in this category when some of the data is given.

Lemma C5.5. Let

0 ✲ A
i ✲ B

p ✲ C ✲ 0

0 ✲ A′

f
❄ i′ ✲ B′

g
❄ p′ ✲ C ′

h
❄

✲ 0
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be a commutative diagram of R-modules and homomorphisms, let

0→ X
i✲ Y

p✲ Z → 0 and 0→ X ′ i′✲ Y ′ p′✲ Z ′ → 0

be short exact sequences of left complexes over its rows, and let f : X → X ′

and h : Z → Z ′ be chain maps extending f : A → A′ and h : C → C ′. If
Z and Z ′ are projective and X ′ is acyclic, there is a chain map g : Y → Y ′

extending g : B → B′ such that the diagram of chain maps

0 ✲ X
i ✲ Y

p ✲ Z ✲ 0

0 ✲ X ′

f
❄ i′ ✲ Y ′

g
❄ p′ ✲ Z ′

h
❄

✲ 0

commutes.

Proof. We use homogeneous notation, and, to save space, we drop the symbol
for composition, writing this operation multiplicatively. Our objective is to
construct a sequence of functions gn : Yn → Y ′

n, where g−1 agrees with the
given g : B → B′, such that for all n we have:

(a) i′nfn = gnin;

(b) p′ngn = hnpn;

(c) d′ngn = gn−1dn.

If we set g−1 = g and gn = 0 for all n < −1, then these conditions hold for
all n ≤ −1. By way of induction, suppose that n ≥ −1, and that we have
already constructed satisfactory g0, . . . , gn. We need to show that a suitable
gn+1 exists.

Since Zn is projective, the sequence 0→ Xn
in✲ Yn

pn✲ Zn → 0 splits,
and similarly for Z ′

n, so up to isomorphism we have

Yn = Xn ⊕ Zn and Y ′
n = X ′

n ⊕ Z
′
n

with

in(x) = (x, 0), pn(x, z) = z, i′n(x
′) = (x′, 0), p′n(x

′, z′) = z′.

We have p′n(gn(0, z)) = hn(pn(0, z)) = hn(z), so there is a homomorphism
θn : Zn → X ′

n such that

gn(0, z) = (θn(z), hn(z)).

We also have

gn(x, 0) = gn(in(x)) = i′n(fn(x)) = (fn(x), 0).
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Conversely, if gn+1 is defined by setting

gn+1(x, z) = (fn+1(x) + θn+1(z), hn+1(z))

for some homomorphism θn+1 : Zn+1 → X ′
n+1, then it is automatically the

case that i′n+1fn+1 = gn+1in+1 and p′n+1gn+1 = hn+1pn+1. Our problem is
reduced to finding θn+1 such that d′n+1gn+1 = gndn+1.

Now recall that Lemma C5.1 gives homomorphisms ηn : Zn → Xn−1 and
η′n : Z ′

n → X ′
n−1 for all n such that

dn(x, z) = (dn(x) + ηn(z), dn(z)), d′n(x, z) = (d′n(x) + η′n(z), d
′
n(z)),

dnηn+1 + ηndn+1 = 0, d′nη
′
n+1 + η′nd

′
n+1 = 0.

Combining these with the equation above, we find that

d′n+1(gn+1(x, z)) = d′n+1(fn+1(x) + θn+1(z), hn+1(z))

=
(
d′n+1(fn+1(x)) + d′n+1(θn+1(z)) + η′n+1(hn+1(z)), d

′
n+1(hn+1(z))

)

and

gn(dn+1(x, z)) = gn(dn+1(x) + ηn+1(z), dn+1(z))

=
(
fn(dn+1(x)) + fn(ηn+1(z)) + θn(dn+1(z)), hn(dn+1(z))

)
.

Since f and h are chain maps, d′n+1gn+1 = gndn+1 reduces to

d′n+1θn+1 = fnηn+1 + θndn+1 − η
′
n+1hn+1.

Since Zn+1 is projective, a suitable θn+1 exists if the image of the right hand
side is contained in the image of d′n+1 which is the same (because X ′ is acyclic)
as the kernel of d′n. The induction hypothesis implies that d′ngn = gn−1dn, so
this equation holds with n in place of n+ 1, and consequently

d′nθndn+1 = (fn−1ηn + θn−1dn − η
′
nhn)dn+1 = (fn−1ηn − η

′
nhn)dn+1.

Using the fact that f and h are chain maps, we now have

d′n(fnηn+1+θndn+1−η
′
n+1hn+1) = d′n(fnηn+1−η

′
n+1hn+1)+(fn−1ηn−η

′
nhn)dn+1

= fn−1(dnηn+1 + ηndn+1)− (d′nη
′
n+1 + η′nd

′
n+1)hn+1 = 0.

Again, the important point results from combining the particular construc-
tive results.
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Proposition C5.6. If

0 ✲ A
i ✲ B

p ✲ C ✲ 0

0 ✲ A′

f
❄ i′ ✲ B′

g
❄ p′ ✲ C ′

h
❄

✲ 0

is a commutative diagram of R-modules and homomorphisms, then there is a
commutative diagram

0 ✲ X
i ✲ Y

p ✲ Z ✲ 0

0 ✲ X ′

f
❄ i′ ✲ Y ′

g
❄ p′ ✲ Z ′

h
❄

✲ 0

of left complexes in which X, Y , Z, X ′, Y ′, and Z ′ are free resolutions of A,
B, C, A′, B′, and C ′ and each chain map extends the corresponding given
homomorphism.

Proof. Proposition C5.4 gives short exact sequences 0→ X
i✲ Y

p✲ Z →

0 and 0 → X ′ i′✲ Y ′ p′✲ Z ′ → 0 of free resolutions over the two given
short exact sequences of R-modules. Lemma C3.1 implies that f and h can

be extended to chain maps X
f✲ X ′ and Z

h✲ Z ′, after which Lemma

C5.5 implies that there is a chain map Y
g✲ Y ′ such that the diagram

commutes.

Now we are going to repeat everything above for the case of injective
resolutions. The reader will quickly realize that everything is dual to what we
did above, and was written by copying it, then making required modifications.
Most readers will want to pass over it lightly, and will not miss much by doing
so.

Lemma C5.7. Suppose we are given a diagram

0 ✲ I1

✻

i1✲ J1

✻

p1✲ K1

✻

✲ 0

0 ✲ I0

d0
✻

i0✲ J0

d0
✻

p0✲ K0

d0
✻

✲ 0

0 ✲ A

d−1
✻

i ✲ B

d−1
✻

p ✲ C

d−1
✻

✲ 0

0

✻

0

✻

0

✻
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in which 0→ A
i✲ B

p✲ C → 0 is a short exact sequence of R-modules, I
and K are right complexes over A and C, and for all n ≥ 0 we have Jn = In⊕
Kn and in(x) = (x, 0) and pn(x, z) = z. Then (with respect to homogeneous
notation):

(a) For each n it is the case that dn ◦ in = in+1 ◦ dn and dn ◦ pn = pn+1 ◦ dn
if and only if there is a homomorphism ηn : Kn → In+1 such that

dn(i, k) = (dn(i) + ηn(k), dn(k)). (∗)

(b) If this is the case for all n, then, for each n, 0 = dn+1 ◦ dn : Jn → Jn+2

if and only if

0 = dn+1 ◦ ηn + ηn+1 ◦ dn : Kn → In+2.

Proof. Taking compositions of dn : Jn → Jn−1 with the projections gives
homomorphisms ϕn and ψn such that

dn(i, k) = (ϕn(i, k), ψn(i, k)).

If pn+1 ◦ dn = dn ◦ pn, then ψn(i, k) = dn(k), and if in+1 ◦ dn = dn ◦ in, then
ϕn(i, 0) = dn(i), so setting ηn(k) = ϕn(0, k) gives (∗). Conversely, if, for some
homomorphism ηn : Kn → In+1, we define dn : Jn → Jn+1 by setting

dn(i, k) =
(
dn(i) + ηn(k), dn(k)

)
,

then pn+1 ◦ dn = dn ◦ pn and in+1 ◦ dn = dn ◦ in follow automatically.
Now (b) follows from a straightforward calculation:

dn+1(dn(i, k)) = dn+1(dn(i) + ηn(k), dn(k))

= (dn+1(dn(i) + ηn(k)) + ηn+1(dn(k)), dn+1(dn(k)))

= (dn+1(ηn(k)) + ηn+1(dn(k)), 0).

Lemma C5.8. Suppose we are given a short exact sequence

0→ A
i✲ B

p✲ C → 0

of R-modules, an injective right complex I over A, and an acyclic left complex
K over C. Then there exists a right complex J over B and extensions of i
and p to chain maps such that the sequence

0→ I
i✲ J

p✲ K → 0

is a short exact sequence of left complexes over 0→ A→ B → C → 0 and for

each n ≥ 0 the sequence 0→ In
in✲ Jn

pn✲ Kn → 0 splits.
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Proof. For each n ≥ 0, let

Jn = In ⊕Kn,

and let in : In → Jn and pn : Jn → Kn be the functions

in(i) = (i, 0) and pn(i, k) = k.

Then 0→ In
in✲ Jn

pn✲ Kn → 0 is obviously exact, and it splits.

The remaining step is the construction of suitable homomorphisms dn :
Jn → Jn−1. In view of the last result, it suffices to construct homomorphisms
ηn : Kn → In+1 such that (with respect to homogeneous notation)

dn+1 ◦ ηn + ηn+1 ◦ dn = 0

for all n. Setting ηn = 0 for all n < 0, it is clear that this equation holds
whenever n < −1. Fixing n ≥ −1, suppose that ηj has already been defined
for all j ≤ n in such a way that this equation holds with n replaced by any
j < n. Since In+2 is is injective, to show that a suitable ηn+1 exists it suffices
(by (c) of Proposition B8.1) to show that the kernel of dn+1 ◦ ηn contains
the kernel of dn which (since K is acyclic) is the image of dn−1. But since
ηn ◦ dn−1 = −dn ◦ ηn−1 we have

−dn+1 ◦ ηn ◦ dn−1 = dn+1 ◦ dn ◦ ηn−1 = 0.

Lemma C5.9. Suppose we are given a short exact sequence

0→ I
i✲ J

p✲ K → 0

of right complexes over a short exact sequence

0→ A
i✲ B

p✲ C → 0

of R-modules. If I and K are acyclic, then so is J . If I and K are injective,

and each sequence 0→ In
in✲ Jn

pn✲ Kn → 0 splits, then J is injective.

Proof. If I and K are acyclic, then (with respect to homogeneous notation)
Hn(I) = 0 and Hn(K) = 0 for all n. In this circumstance the long exact
sequence for cohomology implies that Hn(J) = 0 for all n.

The second claim follows from the fact that finite direct sums of injective
modules are injective, which is easily derived from condition (b) of Proposition
B8.1.
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Proposition C5.10. For any short exact sequence 0→ A
i✲ B

p✲ C →

0 of R-modules there is a short exact sequence 0 → I
i✲ J

p✲ K →

0 of right complexes over 0 → A
i ✲ B

p✲ C → 0 with I, J , and
K injective resolutions of A, B, and C respectively, such that each 0 →

In
in✲ Jn

pn✲ Kn → 0 splits.

Proof. Lemma C1.1 implies that there are free resolutions I and K of A and
C. Lemma C5.2 implies that there is a left complex J over B and extensions

of i and p to chain maps such that 0→ I
i✲ J

p✲ K → 0 is a short exact

sequence of left complexes over 0 → A
i✲ B

p✲ C → 0, such that each

0→ In
in✲ Jn

pn✲ Kn → 0 splits. The last result implies that J is acyclic
and injective, hence an injective resolution of J .

Lemma C5.11. Let

0 ✲ A
i ✲ B

p ✲ C ✲ 0

0 ✲ A′

f
❄ i′ ✲ B′

g
❄ p′ ✲ C ′

h
❄

✲ 0

be a commutative diagram of R-modules and homomorphisms, let

0→ I
i✲ J

p✲ K → 0 and 0→ I ′
i′✲ J ′ p′✲ K ′ → 0

be short exact sequences of left complexes over its rows such that each 0 →

In
in✲ Jn

pn✲ Kn → 0 and each 0 → I ′n
i′n✲ J ′

n
p′n✲ K ′

n → 0 splits,
and let f : I → I ′ and h : K → K ′ be chain maps extending f : A → A′ and
h : C → C ′. If K and K ′ are projective and I ′ is acyclic, there is a chain map
g : J → J ′ extending g : B → B′ such that the diagram of chain maps

0 ✲ I
i ✲ J

p ✲ K ✲ 0

0 ✲ I ′

f
❄ i′ ✲ J ′

g
❄ p′ ✲ K ′

h
❄

✲ 0

commutes.

Proof. We use homogeneous notation, and, to save space we drop the symbol
for composition, writing this operation multiplicatively. Our objective is to
construct a sequence of functions gn : Jn → J ′

n, where g−1 agrees with the
given g : B → B′, such that for all n we have:

(a) i′nfn = gnin;
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(b) p′ngn = hnpn;

(c) d′ngn = gn+1dn.

If we set g−1 = g and gn = 0 for all n < −1, then these conditions hold for
all n ≤ −1. By way of induction, suppose that n ≥ −1, and that we have
already constructed satisfactory g0, . . . , gn. We need to show that a suitable
gn+1 exists.

By hypothesis, up to isomorphism we have

Jn = In ⊕Kn and J ′
n = I ′n ⊕K

′
n

with

in(i) = (i, 0), pn(i, k) = k, i′n(i
′) = (i′, 0), p′n(i

′, k′) = k′.

We have p′n(gn(0, k)) = hn(pn(0, k)) = hn(k), so there is a homomorphism
θn : Kn → I ′n such that

gn(0, k) = (θn(k), hn(k)).

We also have

gn(i, 0) = gn(in(i)) = i′n(fn(i)) = (fn(i), 0).

Conversely, if gn+1 is defined by setting

gn+1(i, k) = (fn+1(i) + θn+1(k), hn+1(k))

for some homomorphism θn+1 : Kn+1 → I ′n+1, then it is automatically the
case that i′n+1fn+1 = gn+1in+1 and p′n+1gn+1 = hn+1pn+1. Our problem is
reduced to finding θn+1 such that gn+1dn = d′ngn.

Now recall that Lemma C5.7 gives homomorphisms ηn : Kn → In+1 and
η′n : K ′

n → I ′n+1 for all n such that

dn(i, k) = (dn(i) + ηn(k), dn(k)), d′n(i, k) = (d′n(i) + η′n(k), d
′
n(k)),

dn+1ηn + ηn+1dn = 0, d′n+1η
′
n + η′n+1d

′
n = 0.

Combining these with the equation above, we find that

gn+1(dn(i, k)) = gn+1(dn(i) + ηn(k), dn(k))

=
(
fn+1(dn(i)) + fn+1(ηn(k)) + θn+1(dn(k)), hn+1(dn(k))

)

and
d′n(gn(i, k)) = d′n(fn(i) + θn(k), hn(k))

=
(
d′n(fn(i)) + d′n(θn(k)) + η′n(hn(k)), d

′
n(hn(k))

)
.
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Since f and h are chain maps, gn+1dn = d′ngn reduces to

θn+1dn = d′nθn + η′nhn − fn+1ηn.

Since I ′n+1 is injective, it suffices (by (c) of Proposition B8.1) to show that
Ker(dn) ⊂ Ker(d′nθn+ η′nhn− fn+1ηn), and Ker(dn) = Im(dn−1) because K is
acyclic.

The induction hypothesis implies that the equation above holds with all
subscripts reduced by one, so

d′nθndn−1 = d′n(η
′
n−1hn−1 − fnηn−1).

Using the fact that f and h are chain maps, we have

(d′nθn+ η′nhn− fn+1ηn)dn−1 = d′n(η
′
n−1hn−1− fnηn−1)+ (η′nhn− fn+1ηn)dn−1

= (d′nη
′
n−1 + η′nd

′
n−1)hn−1 − fn+1(dnηn−1 + ηndn−1) = 0.

Proposition C5.12. If

0 ✲ A
i ✲ B

p ✲ C ✲ 0

0 ✲ A′

f
❄ i′ ✲ B′

g
❄ p′ ✲ C ′

h
❄

✲ 0

is a commutative diagram of R-modules and homomorphisms, then there is a
commutative diagram

0 ✲ I
i ✲ J

p ✲ K ✲ 0

0 ✲ I ′

f
❄ i′ ✲ J ′

g
❄ p′ ✲ K ′

h
❄

✲ 0

of left complexes in which I, J , K, I ′, J ′, and K ′ are free resolutions of A,
B, C, A′, B′, and C ′ and each chain map extends the corresponding given
homomorphism.

Proof. Proposition C5.4 gives short exact sequences 0→ I
i✲ J

p✲ K →

0 and 0→ I ′
i′✲ J ′ p′✲ K ′ → 0 of free resolutions over the two given short

exact sequences of R-modules such that each 0 → In
in✲ Jn

pn✲ Kn → 0

and each 0 → I ′n
i′n✲ J ′

n
p′n✲ K ′

n → 0 splits. Lemma C3.1 implies that

f and h can be extended to chain maps I
f✲ I ′ and K

h✲ K ′, after

which Lemma C5.5 implies that there is a chain map J
g✲ J ′ such that the

diagram commutes.
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C6 The Long Exact Sequences of Derived Functors

Let T be an additive covariant functor from the category of R-modules to the
category of Q-modules, and let U be an additive contravariant functor from
the category of R-modules to the category of Q-modules.

Proposition C6.1. For each n ∈ Z and each short exact sequence

0→ A
i✲ B

p✲ C → 0

of R-modules there are R-module homomorphisms

dn : (LnT )C → (Ln−1T )A, ∂n : (LnU)A→ (Ln−1U)C,

∂n : (RnT )C → (Rn+1T )A, dn : (RnU)A→ (Rn+1U)C,

such that the sequences

· · · ✲ (LnT )A
i✲ (LnT )B

p✲ (LnT )C
dn✲ (Ln−1T )A ✲ · · ·

· · · ✲ (LnU)C
i✲ (LnU)B

p✲ (LnU)A
∂n✲ (Ln−1U)C ✲ · · ·

· · · ✲ (RnT )A
i✲ (RnT )B

p✲ (RnT )C
∂n✲ (Rn+1T )A ✲ · · ·

· · · ✲ (RnU)C
i✲ (RnU)B

p✲ (RnU)A
dn✲ (Rn+1U)C ✲ · · ·

are exact and, for any morphism

0 ✲ A ✲ B ✲ C ✲ 0

0 ✲ A′

f
❄

✲ B′

g
❄

✲ C ′

h
❄

✲ 0

of short exact sequences of R-modules, all diagrams

(LnT )C
dn−−−−→ (Ln−1T )A

(LnT )h

y
y(Ln−1T )f

(LnT )C
′ dn−−−−→ (Ln−1T )A

′

(LnU)A′ ∂n−−−−→ (Ln−1U)C ′

(LnU)f

y
y(Ln−1U)h

(LnU)A
∂n−−−−→ (Ln−1U)C

(RnT )C
∂n
−−−−→ (Rn+1T )A

(RnT )h

y
y(Rn+1T )f

(RnT )C ′ ∂n
−−−−→ (Rn+1T )A′

(RnU)A′ dn
−−−−→ (Rn+1U)C ′

(RnU)f

y
y(Rn+1U)h

(RnU)A
dn
−−−−→ (Rn+1U)C

commute.
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Proof. Proposition C5.4 gives a short exact sequence

0→ X
i✲ Y

p✲ Z → 0

of chain maps, where X, Y , and Z are projective resolutions of A, B, and C
respectively. Since each Zn is projective, (c) of Proposition B7.2 implies that
each short exact sequence 0→ Xn → Yn → Zn → 0 splits, so Proposition B5.2
implies that 0 → TXn → TYn → TZn → 0 is exact (and actually splits, not
that it matters here). Applying Proposition B4.3 to the exact sequence 0 →

TX
i✲ TY

p✲ TZ→ 0 gives homomorphisms dn : (LnT )C → (Ln−1T )A
such that the sequence

· · · ✲ (LnT )A
i✲ (LnT )B

p✲ (LnT )C
dn✲ (Ln−1T )A ✲ · · ·

is exact.
If

0 ✲ A ✲ B ✲ C ✲ 0

0 ✲ A′

f
❄

✲ B′

g
❄

✲ C ′

h
❄

✲ 0

is a morphism of short exact sequences of R-modules, Proposition C5.6 gives
a morphism

0 ✲ X ✲ Y ✲ Z ✲ 0

0 ✲ X ′

f
❄

✲ Y ′

g
❄

✲ Z ′

h
❄

✲ 0

of short exact sequences of chain maps, withX, Y , Z,X ′, Y ′, and Z ′ projective
resolutions of A, B, C, A′, B′, and C ′ respectively. Applying Proposition B4.3
to the morphism

0 ✲ X ✲ Y ✲ Z ✲ 0

0 ✲ X′

f
❄

✲ Y′

g
❄

✲ Z′

h
❄

✲ 0

of short exact sequences of truncated chain complexes shows that the diagram

(LnT )C
dn−−−−→ (Ln−1T )A

(LnT )h

y
y(Ln−1T )f

(LnT )C
′ dn−−−−→ (Ln−1T )A

′
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commutes.

The arguments for LnU , RnT , and RnU follow the same general pattern,
with obvious modifications (in particular, note the role of Proposition C2.5)
so we regard the proof as complete.

In order to save a bit of space, and to focus on what is new, the statement
of the result above has a somewhat narrow and technical flavor, and it is
important to understand its real significance. Specifically, there is a functor

from the category of short exact sequences 0 → A
i✲ B

p✲ C → 0 of
R-modules to the category of exact sequences of Q-modules with the following
properties:

(a) The image of the sequence above is the long exact sequence

· · · ✲ (LnT )A
i✲ (LnT )B

p✲ (LnT )C
dn✲ (Ln−1T )A ✲ · · · .

(b) The functor maps a morphism

0 ✲ A
i ✲ B

p ✲ C ✲ 0

0 ✲ A′

f
❄ i′ ✲ B′

g
❄ p′✲ C ′

h
❄

✲ 0

of short exact sequences to the chain map

→ (LnT )A ✲ (LnT )B ✲ (LnT )C
dn✲ (Ln−1T )A →

→ (LnT )A
′

f
❄

✲ (LnT )B
′

g
❄

✲ (LnT )C
′

h
❄ d′n✲ (Ln−1T )A

′

f
❄

→

Of course similar statements hold for the left derived functors of U and the
right derived functors.

When T is right exact these properties amount to an axiomatic character-
ization of the left derived functors:

Theorem C6.2. If T is a right exact functor from the ring of R-modules
to the ring of Q-modules, then there are functors LnT (n ∈ Z) that take
R-modules to Q-modules, and connecting homomorphisms

dn : (LnT )M
′′ → (Ln−1T )M

′

for short exact sequences 0 → M ′ → M → M ′′ → 0, with the following
properties:

(a) (LnT )M = 0 for all n < 0.
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(b) L0T is naturally isomorphic to T .

(c) If M is projective, then (LnT )M = 0 for all n > 0.

(d) For all short exact sequences 0→M ′ →M →M ′′ → 0 the sequence

· · · → (LnT )M
′ → (LnT )M → (LnT )M

′′ dn✲ (Ln−1T )M
′ → · · ·

is exact.

(e) The connecting homomorphisms are natural: for any morphism

0 ✲ M ′ ✲ M ✲ M ′′ ✲ 0

0 ✲ M̃ ′

f ′
❄

✲ M̃

f
❄

✲ M̃ ′′

f ′′
❄

✲ 0

of short exact sequences the diagram

(LnT )M
′′ dn−−−−→ (Ln−1T )M

′

(LnT )f ′′
y

y(Ln−1T )f ′

(LnT )M̃
′′ dn−−−−→ (Ln−1T )M̃

′

commutes.

These properties determine the functors LnT and the connecting homomor-
phisms uniquely up to natural isomorphism.

Proof. Prior to this point we have not defined LnT for n < 0, so we can
do so now using (a). That the functors LnT have the asserted properties is
simply a summary of our work up to this point, specifically the definition and
Propositions C3.5 and C6.1.

The real work is proving uniqueness. Suppose that there are two different
systems of functors and connecting homomorphisms with these properties,
say {Fn, dn} and {F̃n, d̃n}. We will show that for each n, Fn is naturally
isomorphic to F̃n, and that this system of isomorphisms is natural with respect
to the connecting homomorphisms. By symmetry, the same claim holds with
the roles of the two variables reversed, and the result follows.

For any R-moduleM there is a short exact sequence 0→ K → P →M →
0 with P projective. (For example we can take P to be the free module on a set
of generators of M .) We are given that F0 and F̃0 are naturally isomorphic to
T , hence to each other, and F1P and F̃1P vanish by (c), so there is a diagram

0→ F1M ✲ F0K ✲ F0P

0→ F̃1M ✲ F̃0K

∼= ❄
✲ F̃0P

∼= ❄
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with exact rows. Let I0K and Ĩ0K be the images of F1M → F0K and F̃1M →
F̃0K. Exactness implies that the image of I0K in F̃0K is contained in the
kernel of F̃0K → F̃0P , which is Ĩ0K. By symmetry the reverse inclusion also
holds, so the isomorphism between F0K and F̃0K restricts to an isomorphism
between I0K and Ĩ0K. There is now an isomorphism between F1M and F̃1M
induced by requiring that the diagram

F1M
∼=

−−−−→ I0Ky
y∼=

F̃1M
∼=

−−−−→ Ĩ0K

commutes. We would like to use this procedure to define a canonical isomor-
phism between F1M and F̃1M , but for this we must show that the definition is
independent of choices, and then we will need to show that these isomorphisms
constitute a natural isomorphism of F1 and F̃1.

Let f : M → M ′ be a homomorphism, and let 0 → K ′ → P ′ → M ′ → 0
be a short exact sequence with P ′ projective. There is a morphism

0 ✲ K ✲ P ✲ M ✲ 0

0 ✲ K ′
❄

✲ P ′
❄

✲ M ′

f
❄

✲ 0

of short exact sequences because, since P is projective, we can choose a map
P → P ′ such that the right hand square commutes, after which exactness
implies the existence of a map K → K ′ making the left hand square commute.
Taking long exact sequences, and applying the naturality of the connecting
homomorphism, gives a commutative diagram

0 ✲ F1M ✲ F0K ✲ F0P

0 ✲ F1M
′

❄
✲ F0K

′
❄

✲ F0P
′

❄

with exact rows. Since the kernel of F0K → F0P is mapped to the kernel of
F0K

′ → F0P
′, we find that the diagram

F1M −−−−→ I0Ky
y

F1M
′ −−−−→ I0K

′

commutes.



C6. THE LONG EXACT SEQUENCES OF DERIVED FUNCTORS 119

Now consider the diagram

I0K
a ✲ I0K

′

F1M
d ✲

✛
b

F1M
′

c
✲

F̃1M

f
❄

i ✲ F̃1M
′

g
❄

Ĩ0K

e

❄
ℓ ✲

✛

j

Ĩ0K
′

h

❄

k

✲

in which f and g are defined by requiring that the left and right hand quadri-
laterals commute. The diagonal maps are isomorphisms. We have just seen
that the upper and lower quadrilateral are commutative. The diagram

I0K −−−−→ I0K
′

y
y

Ĩ0K −−−−→ Ĩ0K
′

commutes because

F0K −−−−→ F0K
′

y
y

F̃0K −−−−→ F̃0K
′

commutes and the kernel of F0K → F0P is mapped to the kernels of F0K
′ →

F0P
′ and F̃0K → F̃0P , while the latter kernels are mapped to the kernel of

F̃0K
′ → F̃0P

′. These facts justify the calculation

if = k−1ℓjf = k−1ℓeb = k−1hab = k−1hcd = k−1kgd = gd

which shows that the inner square commutes.

If M ′ = M and f is the identity, this amounts to the definition of the
isomorphism F1M → F̃1M being independent of the choice of the short exact
sequence 0→ K → P →M → 0. The general case amounts to this system of
isomorphisms being a natural transformation between F1 and F̃1.

To show that this natural isomorphism between F1 and F̃1 is also nat-
ural with respect to the connecting homomorphisms, consider a short exact
sequence 0 → M ′ → M → M ′′ → 0. Let 0 → K → P → M ′′ → 0 be a short
exact sequence with P projective. As before, since P is projective there are
maps P →M and K →M ′ such that

0 ✲ K ✲ P ✲ M ′′ ✲ 0

0 ✲ M ′
❄

✲ M
❄

✲ M ′′

1M ′′

❄
✲ 0
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commutes. Applying naturality of the connecting homomorphism gives the
commutative diagram

0 ✲ F1M
′′ ✲ F0K ✲ F0P

F1M ✲ F1M
′′

❄
✲ F0M

′
❄

✲ F0M.
❄

Thus d1 : F1M
′′ → F0M

′ is the composition F1M
′′ → F0K → F0M

′. In the
diagram

F1M
′′ ✲ F0K ✲ F0M

′

F̃1M
′′

❄
✲ F̃0K

❄
✲ F̃0M

′
❄

the left hand square commutes because the isomorphism between F1M
′′ and

F̃1M
′′ was defined by requiring that this be the case. The right hand square

commutes because F0 and F̃0 are naturally isomorphic. Thus the diagram

F1M
′′ d1−−−−→ F0M

′

∼=

y ∼=

y

F̃1M
′′ d̃1−−−−→ F̃0M

′

commutes, as desired.
We now proceed by induction. Suppose, for some n > 1, that we have

already shown that Fn−1 and F̃n−1 are naturally isomorphic, and that the
connecting homomorphisms are natural with respect to this system of iso-
morphisms. Essentially the same argument as above—simplified somewhat
because Fn−1P = 0 = F̃n−1P when P is projective—shows that Fn and F̃n
are naturally isomorphic, with naturality with respect to dn and d̃n. The proof
is complete.

There are similar characterizations of RnT when T is left exact, and of LnU
and RnU when U is a contravariant functor, and when this result is cited later
it will be understood as encompassing those claims. After all we have done to
get here, it is certainly nice to know that this phase of our work is complete, in
this sense that we have a set of properties that completely characterizes derived
functors. However, subsequent analysis will not be based exclusively on these
properties, since it will often be convenient to use the concrete definitions.



Chapter D

Derived Bifunctors

For R-modules M and N , the methods of the last chapter can be applied to
M ⊗R –, – ⊗R N , HomR(M, –), and HomR(–, N). Double complexes will be
introduced and used to show that the functors derived fromM⊗R– and –⊗RN
are the same, as are the functors derived from HomR(M, –) and HomR(–, N).
In this way we obtain bifunctors TorRn (–, –) and ExtnR(–, –) for n ≥ 0. After
summarizing the properties of these bifunctors axiomatically, we introduce the
technique of “dimension shifting” and apply it to the study of various notions
of dimension for R-modules that are defined in terms of the minimal lengths
of various types of resolution.

D1 Left Derived Bifunctors

Our agenda now is to apply the method of derived functors to –⊗R – in this
section and HomR(–, –) in the next. To emphasize the properties of – ⊗R –
that matter, in this section we work with an additive bifunctor F (–, –) from
pairs of R-modules to Q-modules that is covariant in both variables. It is
interesting to note that the analysis in this section does not require that F be
half exact.

For any R-module N , F (–, N) is an additive covariant univariate functor,
and has left derived functors. We will show that these combine across the
various N to form a system of derived bivariate functors. Symmetrically, we
can combine the derived functors of the various F (M, –) to form a second
system of derived bifunctors. There is also a third system of derived functors
obtained by resolving both variables simultaneously. We will show that if
F (X, –) and F (–, Y ) are exact functors whenever X and Y is projective, then
these three systems of derived functors are naturally isomorphic.

As before, we fix a system of projective resolutions for all R-modules. We
also fix a system of chain maps f : X → Y extending the various homomor-
phisms f : M → N , where X and Y are the chosen resolutions of M and
N .

If X is the chosen resolution of M and N is an R-module, there is a chain
complex

· · · → F (X2, N)
F (d2,N)✲ F (X1, N)

F (d1,N)✲ F (X0, N)→ 0

121
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that we denote by F (X, N). The nth left derived functor of F (–, N) evaluated
atM is, by definition, Hn(F (X, N)), and is denoted by F 1

n(M,N). If f :M →
M ′ is a homomorphism with chosen extension f : X → X ′, then F 1

n(f,N) is,
by definition, Hn(F (f,N)). For each N have defined functors F 1

n(–, N).

For any g : N → N ′ there is a chain map

F (X, g) : F (X, N)→ F (X, N ′)

whose nth component is F (Xn, g), and it is easy to see that F (X, –) is a functor
from the category of R-modules to the category of chain complexes. For each
n = 0, 1, 2, . . . let

F 1
n(M,g) = Hn(F (X, g)) : F

1
n(M,N)→ F 1

n(M,N ′).

For each M we have defined functors F 1
n(M, –).

We need to check that F 1
n(–, –) is a bifunctor. LetM

′ be another R-module
with chosen resolution X ′, and let f :M →M ′ be a homomorphism. Because
F is a bifunctor the diagram of chain complexes

F (X, N)
F (f,N)
−−−−→ F (X′, N)

F (X,g)

y
yF (X′,g)

F (X, N ′)
F (f,N ′)
−−−−−→ F (X′, N ′)

commutes, so applying the functor Hn gives the desired commutativity:

F 1
n(M

′, g) ◦ F 1
n(f,N) = F 1

n(f,N
′) ◦ F 1

n(M,g).

As in our work with univariate derived functors, there is the task of check-
ing that the definition of F 1

n(–, –) does not depend (up to natural isomorphism)
on the choices of resolutions and extensions of homomorphisms of chain maps.
Consider a second system of choices of resolutions X ′ for each M and exten-
sions f ′ : X ′ → Y ′ for each homomorphism f : M → N . Let F 1

n
′
denote

the bifunctors derived from this system of resolutions and extensions. Fix a
system of chain maps iM : X → X ′ where each iM extends the identity on M .
In view of our work with univariate derived functors, we already know that
for each f :M →M ′ and N , the diagram

F 1
n(M,N)

F 1
n(f,N)
−−−−−→ F 1

n(M
′, N)

Hn(F (iM ,N))

y
yHn(F (iM

′
,N))

F 1
n
′
(M,N)

F 1
n
′
(f,N)

−−−−−−→ F 1
n
′
(M ′, N)

commutes.
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Fix a homomorphism g : N → N ′. There is a diagram of chain maps

F (X, N)
F (X,g)
−−−−→ F (X, N ′)

F (iM ,N)

y
yF (iM ,N ′)

F (X′, N)
F (X′,g)
−−−−−→ F (X′, N ′)

which is commutative simply because F is a bifunctor. Applying the functor
Hn gives the commutative diagram

F 1
n(X, N))

F 1
n(M,g)
−−−−−→ F 1(M,N ′)

Hn(F (iM ,N))

y
yHn(F (iM ,N ′))

F 1
n
′
(M,N)

F 1
n
′
(M,g)

−−−−−−→ F 1
n
′
(X′, N ′).

Thus the maps Hn(F (i
M , N)) constitute a natural isomorphism between the

bifunctor F 1
n and F 1

n
′
.

Of course we can define a second system of derived bifunctors F 2
n(–, –)

by resolving the second variable instead of the first. This gives rise to the
problem of showing that the two constructions give the same result, up to
natural isomorphism. This aspect requires a rather elaborate construction
and some new ideas.

A double complex Z is a diagram

Z02

❄
✛ ∂12

Z12

❄
✛ ∂22

Z22

❄
✛

Z01

d02

❄
✛ ∂11

Z11

d12

❄
✛ ∂21

Z21

d22

❄
✛

Z00

d01

❄
✛ ∂10

Z10

d11

❄
✛ ∂20

Z20

d21

❄
✛

that is anticommutative in the sense that

∂i,j−1 ◦ dij = −di−1,j ◦ ∂ij

for all i, j, and that also satisfies

∂i−1,j ◦ ∂ij = 0 and di,j−1 ◦ dij = 0

for all i and j. (We extend Z by setting Zij = 0 if i < 0 or j < 0, so the range
of i and j in this and similar conditions below is all of Z.) If Z ′ is a second
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double complex defined by modules Z ′
ij and homomorphisms d′ij and ∂′ij , a

chain map from Z to Z ′ is a system of homomorphisms gij : Zij → Z ′
ij such

that ∂′ij ◦ gij = gi−1,j ◦ ∂ij and d
′
ij ◦ gij = gi,j−1 ◦ dij for all i and j. Evidently

there is a category of double complexes and chain maps.
Now let Σ(Z) be the chain complex

· · · → Σ2(Z)
∆2✲ Σ1(Z)

∆1✲ Σ0(Z)→ 0

where, for each n, Σn(Z) =
⊕

i+j=nZij and ∆n (which is sometimes denoted
by ∆n(Z)) is the homomorphism given by

∆n(zij) = ∂ij(zij) + dij(zij).

The computation

∆n−1(∆n(zij)) = ∂i,j−1(∂ij(zij))+di,j−1(∂ij(zij))+∂i−1,j(dij(zij))+di−1,j(dij(zij))

= di,j−1(∂ij(zij)) + ∂i−1,j(dij(zij)) = 0

shows that Σ(Z) is indeed a chain complex.
If g : Z → Z ′ is a chain map of double complexes, then we define homo-

morphisms Σn(g) : Σn(Z)→ Σn(Z
′) by setting

Σn(g)(z0n + · · ·+ zn0) = g0n(z0n) + · · ·+ gn0(zn0).

It is simple to verify

∆n(Z
′) ◦ Σn(g) = Σn−1(g) ◦∆n(Z)

for all n, so these homomorphisms constitute a chain map

Σ(g) : Σ(Z)→ Σ(Z ′).

Clearly Σ is a covariant functor from the category of double complexes to the
category of chain complexes.

The algebraic principle underlying our work is:

Proposition D1.1. Suppose the double complex Z is expanded to the diagram

0 ✛ W2

❄
✛ ε2

Z02

❄
✛∂12

Z12

❄
✛∂22

Z22

❄
✛

0 ✛ W1

d2
❄

✛ ε1
Z01

d02
❄

✛∂11
Z11

d12
❄

✛∂21
Z21

d22
❄

✛

0 ✛ W0

d1
❄

✛ ε0
Z00

d01
❄

✛∂10
Z10

d11
❄

✛∂20
Z20

d21
❄

✛
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in which · · · → W2
d2✲ W1

d1✲ W0 → 0 is a chain complex W , dn ◦
εn = εn−1 ◦ d0n for all n, and every row is exact. Then the homomorphisms
ε̃n : Σn(Z)→Wn given by

ε̃n(z0n + · · · + zn0) = εn(z0n)

define a chain map ε̃ : Σ(Z) → W , and each Hn(ε̃) : Hn(Σ(Z)) → Hn(W ) is
an isomorphism.

Proof. The verification that ε̃ is a chain map is a calculation in which the
third equality is from exactness of the rows:

ε̃n−1

(
∆n(z0n + · · · + zn0

))

= ε̃n−1

(
d0n(z0n) + dn−1,1(zn−1,1) + · · · + ∂1,n−1(z1,n−1) + ∂n0(zn0)

)

= εn−1

(
d0n(z0n) + ∂1,n−1(z1,n−1)

)

= εn−1

(
d0n(z0n)

)
= dn

(
εn(z0n)

)
= dn

(
ε̃n(z0n + · · ·+ zn0)

)
.

The calculation above implies that ε̃n maps cycles and boundaries in Σn(Z)
to cycles and boundaries inWn. We will show that ε̃n maps the cycles in Σn(Z)
onto the cycles in Wn, and that if a preimage of a boundary in Wn is a cycle
in Σn(Z), then it is a boundary. These facts imply that Hn(ε̃) is surjective
and injective, respectively.

Let wn ∈ Wn be a cycle. Since row n is exact we can choose z0n ∈ Z0n

with εn(z0n) = wn. Since

εn−1(d0n(z0n)) = dn(εn(z0n)) = dn(wn) = 0

and row n − 1 is exact, there is z1,n−1 ∈ Z1,n−1 such that ∂1,n−1(z1,n−1) =
−d0n(z0n). To see that there is a z2,n−2 ∈ Z2,n−2 such that ∂2,n−2(z2,n−2) =
−d1,n−1(z1,n−1) we combine the exactness of row n− 2 with the computation

∂1,n−2(d1,n−1(z1,n−1)) = d0,n−1(∂1,n−1(z1,n−1)) = −d0,n−1(d0n(z0n)) = 0.

Continuing in this manner eventually produces a cycle z0n+ · · ·+zn0 ∈ Σn(Z)
such that ε̃n(z0n + · · ·+ zn0) = wn.

Now suppose that wn = dn+1(wn+1) is a boundary and z0n+ · · ·+ zn0 is a
cycle in Σn(Z) with ε̃n(z0n + · · · + zn0) = wn. Since row n+ 1 is exact there
is z0,n+1 ∈ Z0,n+1 such that εn+1(z0,n+1) = wn+1. Now

εn(z0n − d0,n+1(z0,n+1)) = εn(z0n)− dn+1(εn+1(z0,n+1)) = 0,

so the exactness of row n implies that there is z1n ∈ Z1n such that ∂1n(z1n) =
z0n − d0,n+1(z0,n+1). Anticommutativity implies that

∂1,n−1(z1,n−1 − d1n(z1n)) = ∂1,n−1(z1,n−1) + d0n(∂1n(z1n))

= ∂1,n−1(z1,n−1) + d0n(z0n − d0,n+1(z0,n+1))
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= ∂1,n−1(z1,n−1) + d0n(z0n) = 0

because z0n+ · · ·+ zn0 is a cycle. Therefore the exactness of row n−1 implies
the existence of z2,n−1 ∈ Z2,n−1 such that ∂2,n−1(2, zn−1) = z1,n−1 − d1n(z1n).
Continuing in this manner eventually produces z0,n+1+ · · ·+zn+1,0 ∈ Σn+1(Z)
such that

∆n+1(z0,n+1 + · · ·+ zn+1,0) = z0n + · · · + zn0.

Proposition D1.2. In addition to the hypotheses of the last result, suppose
that we have a second diagram of this form, with primes attached to all sym-
bols, and that we have a chain map f = (fn) : W → W ′ and a chain map of
double complexes ϕ = (ϕij) : Z → Z ′ such that all diagrams

Z0n
ϕ0n
−−−−→ Z ′

0n

εn

y
yε′n

Wn
fn
−−−−→ W ′

n

commute. Then for each n we have fn ◦ ε̃n = ε̃′n ◦Σn(ϕ), so that the following
diagram is commutative:

Hn(Σ(Z))
Hn(Σ(ϕ))
−−−−−−→ Hn(Σ(Z

′))

Hn(ε̃)

y
yHn(ε̃′)

Hn(W )
Hn(f)
−−−−→ Hn(W

′).

Proof. This is a straightforward calculation:

fn(ε̃n(z0n + · · ·+ zn0)) = fn(εn(z0n)) = ε′n(ϕ0n(z0n))

= ε̃′n(ϕ0n(z0n) + · · ·+ ϕn0(zn0)) = ε̃′n(Σn(ϕ)(z0n + · · ·+ zn0)).

We can now proceed as follows. Suppose that X is the chosen projective
resolution of M and Y is the chosen projective resolution of N . Let F (X,Y)
be the double complex defined by setting:

Fij(X,Y) = F (Xi, Yj), dij = F (Xi, dj), ∂ij = (−1)iF (di, Yj).

Define
F ∗
n(M,N) = Hn(Σ(F (X,Y))).

If f :M →M ′ and g : N → N ′ are homomorphisms, X ′ and Y ′ are the chosen
resolutions of M ′ and N ′, and as usual f and g also denote the extensions to
chain maps f : X → X ′ and g : Y → Y ′, we let F (f, g) denote the map of
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double complexes whose ij-component is F (fi, gj) : F (Xi, Yj) → F (X ′
i, Y

′
j ),

and we set

F ∗
n(f, g) = Hn(Σ(F (f, g))) : F

∗
n(M,N)→ F ∗

n(M
′, N ′).

A natural approach at this point would be to show that the F ∗
n are bifunc-

tors that are naturally isomorphic to the F 1
n and (by symmetry) the F 2

n . It
turns out that showing that the F ∗

n are bifunctors is unnecessary, since the fol-
lowing result is enough to show that the F 1

n and F 2
n are naturally isomorphic,

which is our ultimate concern. (As it happens, that F ∗ is in fact a bifunctor
also follows directly from the next result.)

Proposition D1.3. If F (X, –) and F (–, Y ) are exact whenever X and Y are
projective, then there is a system of homomorphisms ι(M,N) : F ∗

n(M,N) →
F 1
n(M,N) such that the diagram

F ∗
n(M,N)

F ∗
n(f,g)−−−−−→ F ∗

n(M
′, N ′)

ι(M,N)

y
yι(M′,N′)

F 1
n(M,N)

F 1
n(f,g)−−−−−→ F 1

n(M
′, N ′)

commutes.

Proof. Consider the diagram

0 ✛ F (X1, N)
❄

✛ε1
F (X1, Y0)

❄
✛d

11

F (X1, Y1)
❄

✛d
12

0 ✛ F (X0, N)

d1
❄

✛ε0
F (X0, Y0)

∂10

❄
✛d

01

F (X0, Y1)

∂11

❄
✛...
d02
.....

The rows are exact because each F (Xj , –) is an exact functor. Therefore
Proposition D1.1 gives isomorphisms ι(M,N) : F ∗

n(M,N) → F 1
n(M,N), and,

by virtue of two applications of Proposition D1.2, the diagrams

F ∗
n(M,N)

F ∗
n(f,N)
−−−−−→ F ∗

n(M
′, N)

ι(M,N)

y
yι(M′,N)

F 1
n(M,N)

F 1
n(f,N)
−−−−−→ F 1

n(M
′, N)

and

F ∗
n(M

′, N)
F ∗
n(M

′,g)
−−−−−−→ F ∗

n(M
′, N ′)

ι(M′,N)

y
yι(M′,N′)

F 1
n(M

′, N)
F 1
n(M

′,g)
−−−−−−→ F 1

n(M
′, N ′)

commute. The claim is obtained by combining these.

Summarizing, we started with an additive bifunctor F that is covariant in
each variable, and we defined three sequences of derived bifunctors F 1

n , F
2
n , and

F ∗
n . The last result implies that these are naturally isomorphic if F (X, –) and
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F (–, Y ) are exact whenever X and Y are projective. Now recall (Proposition
B7.4) that a projective module is flat, soX⊗R– and –⊗RY are exact whenever
X and Y are projective. Therefore we can apply the method described above
to define a sequence of derived bifunctors, which are denoted by TorRn (–, –).
These may be computed from –⊗R – by resolving either variable.

D2 Right Derived Bifunctors

Our task in this section is to define bifunctors derived from HomR(–, –). Let
M and N be R-modules. Recall that HomR(M, –) is covariant and left exact,
so if J is an injective resolution of N , then we can take the cohomology of
the sequence HomR(M,J). On the other hand HomR(–, N) is contravariant
and left exact, so if X is a projective resolution of M , then we can take the
cohomology of HomR(X, N). The overall plan is to do both, then show that
the resulting derived bifunctors are naturally isomorphic. To a large extent
the work parallels what we did in the last section, but, because of the mixed
variances, things are in some ways a bit different.

Let F be an additive bifunctor taking pairs of R-modules to Q-modules
that (like HomR(–, –)) is contravariant in its first variable and covariant in its
second variable. For the time being there is no need to assume that F is half
exact. Also, note that our terminology of “left” and “right” derived bifunctors
is at least a bit misleading, because there are various possibilities in addition
to those considered here and in the last section.

We retain the system of projective resolutions and chain maps between
them that we fixed in the last section, and we now suppose that a system of
injective resolutions and cochain maps have been selected.

We first define bifunctors Fn1 for n = 0, 1, 2, . . .. For each N the univariate
functor Fn1 (–, N) is given by the version of RnF (–, N) resulting from the
chosen projective resolutions. Concretely, Fn1 (M,N) = Hn(F (X, N)) and if
f :M →M ′, then

Fn1 (f,N) = Hn(F (f,N)) : Fn1 (M
′, N)→ Fn1 (M,N).

If X is the chosen projective resolution of M and g : N → N ′ is a homomor-
phism, there is a chain map

F (X, g) : F (X, N)→ F (X, N ′)

whose nth component is F (Xn, g), and we set

Fn1 (M,g) = Hn(F (X, g)) : Fn1 (M,N)→ Fn1 (M,N ′).

As before we must show that the we have defined bifunctors insofar as

Fn1 (f,N
′) ◦ Fn1 (M

′, g) = Fn1 (M,g) ◦ Fn1 (f,N)



D2. RIGHT DERIVED BIFUNCTORS 129

for all homomorphisms f : M → M ′ and g : N → N ′, and we must show
that (up to natural isomorphism) nothing depends on the chosen resolutions.
The arguments follow the patterns laid out in our discussion of left derived
bifunctors, with slight and obvious modifications, so we will not write them
out here.

We now define a second system of bifunctors Fn2 . For eachM the univariate
functor Fn2 (M, –) is given by the version of RnF (M, –) resulting from the
chosen injective resolutions. If J is the chosen injective resolution of N , then
Fn2 (M,N) = Hn(F (M,J)), and if g : N → N ′ is a homomorphism, then

Fn2 (M,g) = Hn(F (M,g)) : Fn2 (M,N)→ Fn2 (M,N ′).

If f :M →M ′, then

Fn2 (f,N) = Hn(F (f,J)) : Fn2 (M
′, N)→ Fn2 (M,N).

Again, we omit the verification that nothing depends on the choices of reso-
lutions, and that

Fn2 (f,N
′) ◦ Fn2 (M

′, g) = Fn2 (M,g) ◦ Fn2 (f,N)

for all homomorphisms f :M →M and g : N → N ′.
We need to show that if F shares certain properties of HomR(–, –), then

Fn1 and Fn2 are naturally isomorphic; we will prove this by constructing an
intermediate bifunctor that is naturally isomorphic to each.

A codouble complex A is a diagram

A02

✻
∂02 ✲ A12

✻
∂12 ✲ A22

✻

✲

A01

d01
✻

∂01 ✲ A11

d11
✻

∂11 ✲ A21

d21
✻

✲

A00

d00
✻

∂00 ✲ A10

d10
✻

∂10 ✲ A20

d20
✻

✲

that is anticommutative in the sense that

di+1,j ◦ ∂ij = −∂i,j+1 ◦ dij

for all i, j, and that also satisfies

∂i+1,j ◦ ∂ij = 0 and di,j+1 ◦ dij = 0
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for all i and j. (We extend A by setting Aij = 0 if i < 0 or j < 0.) If A′ is
a second codouble complex defined by modules A′ij and homomorphisms d′ij

and ∂′ij, a chain map from A to A′ is a system of homomorphisms gij : Aij →
A′ij such that ∂′ij ◦ gij = gi+1,j ◦ ∂ij and d′ij ◦ gij = gi,j+1 ◦ dij for all i and
j. Evidently there is a category of codouble complexes and chain maps.

Now let Σ(A) be the cochain complex

0→ Σ0(A)
∆0
✲ Σ1(A)

∆1
✲ Σ2(A)→

where, for each n, Σn(A) =
⊕

i+j=nA
ij and ∆n (which is sometimes denoted

by ∆n(A)) is the homomorphism given by

∆n(aij) = ∂ij(aij) + dij(aij).

The computation

∆n+1(∆n(aij)) = ∂i+1,j(∂ij(aij))+di+1,j(∂ij(aij))+∂i,j+1(dij(aij))+di,j+1(dij(aij))

= di+1,j(∂ij(aij)) + ∂i,j+1(dij(aij)) = 0

shows that Σ(A) is indeed a cochain complex.
If g : A → A′ is a chain map of codouble complexes, then we define

homomorphisms Σn(g) : Σn(A)→ Σn(A′) by setting

Σn(g)(a0n + · · ·+ an0) = g0n(a0n) + · · ·+ gn0(an0).

It is simple to verify

∆n(A′) ◦ Σn(g) = Σn+1(g) ◦∆n(A)

for all n, so these homomorphisms constitute a chain map

Σ(g) : Σ(A)→ Σ(A′).

Clearly Σ is a covariant functor from the category of codouble complexes to
the category of cochain complexes.

As in the last section, we now need to attend to the underlying algebra.

Proposition D2.1. Suppose the codouble complex A is expanded to the dia-
gram

0 ✲ C2
✻ η2 ✲ A02

✻ ∂02✲ A12
✻ ∂12✲ A22

✻
✲

0 ✲ C1

d1
✻

η1 ✲ A01

d01
✻

∂01✲ A11

d11
✻

∂11✲ A21

d21
✻

✲

0 ✲ C0

d0
✻

η0 ✲ A00

d00
✻

∂00✲ A10

d10
✻

∂10✲ A20

d20
✻

✲
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in which 0 → C1 d0✲ C1 d1✲ C0 → · · · is a chain complex C, dn0 ◦ ηn =
ηn+1 ◦ dn for all n, and every row is exact. When each ηn is regarded as a
homomorphism from Cn to Σn(A), these homomorphisms constitute a cochain
map, and each Hn(η) : Hn(C)→ Hn(Σ(A)) is an isomorphism.

Proof. That η is a cochain map follows easily from the exactness of the rows:

∆n(ηn(cn)) = d0n(ηn(cn)) + ∂0n(ηn(cn)) = d0n(ηn(cn)) = ηn+1(dn(cn)).

This calculation also shows that ηn takes cocycles to cocycles and cobound-
aries to coboundaries. We will show if the image of a cocycle cn ∈ Cn is a
coboundary, then cn is itself a coboundary, and that any cocycle in Σn(A) is
the sum of the image of a cocycle Cn and a coboundary in Σn(C). These facts
imply that Hn(η) is injective and surjective respectively.

Suppose that cn ∈ Cn is a cocycle, and that a0n = ηn(cn) ∈ A0n is a
coboundary. When n = 0 this means that a0n = 0, in which case we much
have cn = 0 because η0 is injective. Otherwise a0n is a coboundary when
regarded as an element of Σn(A). Of the various preimages a0,n−1+· · ·+an−1,0

of a0n in Σn−1(A), choose one that is minimal for the k such that ak,n−k−1 =
· · · = an−1,0 = 0. Aiming at a contradiction, suppose that k > 1. Since
∂k−1,n−k(ak−1,n−k) = 0 and row n − k is exact, there is some ak−2,n−k such
that ak−1,n−k = ∂k−2,n−k(ak−2,n−k). Evidently

a0,n−1 + · · · + ak−1,n−k −∆n−2(ak−2,n−k)

is also mapped to an0 by ∆n−1, which contradicts the minimality of k. There-
fore k = 1, which is to say that there is some a0,n−1 ∈ A0,n−1 with d0,n−1(a0,n−1) =
a0n and ∂0,n−1(a0,n−1) = 0. The latter fact implies that it has a preimage
cn−1 ∈ Cn−1. Since

ηn(cn) = an = d0,n−1(ηn−1(c
n−1)) = ηn(dn−1(cn−1)),

the injectivity of ηn implies that dn−1(cn−1) = cn, so cn is a coboundary.

Now suppose that a0n + · · · + ak,n−k is a cocycle. We may suppose that,
among the various cocycles that represent the same element of Hn(η), this one
minimizes k. If k > 0, then, since ∂k,n−k(ak,n−k) = 0 and row n− k is exact,
there is some ak−1,n−k such that ak,n−k = ∂k−1,n−k(ak−1,n−k). Evidently

a0n + · · ·+ ak,n−k −∆n−1(ak−1,n−k)

is another representative of the cohomology class that contradicts the min-
imality of k. Therefore k = 0, which means that the cohomology class is
represented by some a0n ∈ A0n. Since ∂0n(a0n) = 0 and row n is exact, a0n

has a preimage cn ∈ Cn. Since a0n is in the kernel of d0n, ηn+1(dn(cn)) =
d0n(ηn(cn)) = 0, and since ηn+1 is injective, it follows that cn is a cocycle.
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Proposition D2.2. In addition to the hypotheses of the last result, suppose
that we have a second diagram of this form, with primes attached to all sym-
bols, and that we have a chain map f = (fn) : C → C ′ and a chain map of
double complexes ϕ = (ϕij) : A→ A′ such that all diagrams

Cn
fn
−−−−→ C ′n

ηn
y

yη′n

A0n ϕ0n

−−−−→ A′0n

commute. Then for each n we have η′n◦fn = Σn(ϕ)◦ηn, so that the following
diagram is commutative:

Hn(C)
Hn(f)
−−−−→ Hn(C ′)

Hn(η)

y
yHn(η′)

Hn(Σ(A))
Hn(Σ(ϕ))
−−−−−−→ Hn(Σ(A′)).

Proof. This is a straightforward consequence of the fact that ϕ0n ◦ ηn = η′n ◦
fn.

We apply these concepts to F as follows. Suppose that X is the chosen
projective resolution of M and J is the chosen projective resolution of N . Let
F (X,J) be the codouble complex defined by setting:

F ij(X,J) = F (Xi, Jj), ∂ij = F (di+1, Jj), dij = (−1)iF (Xi, d
j).

If f :M ′ →M and g : N → N ′ are homomorphisms, X ′ and J ′ are the chosen
resolutions of M ′ and N ′, and as usual f and g also denote the extensions to
chain maps f : X ′ → X and g : J → J ′, we let F (f, g) denote the map of
codouble complexes whose ij-component is F (fi, gj) : F (Xi, Jj)→ F (X ′

i, J
′
j).

Define
Fn∗ (M,N) = Hn(Σ(F (X,J))),

and set

Fn∗ (f, g) = Hn(Σ(F (f, g))) : Fn∗ (M,N)→ Fn∗ (M
′, N ′).

Proposition D2.3. If F (X, –) is exact whenever X is projective and F (–, I)
is exact whenever I is injective, then there is a system of homomorphisms
ι(M,N) : Fn∗ (M,N)→ Fn1 (M,N) such that the diagram

Fn1 (M,N)
Fn1 (f,g)
−−−−−→ Fn1 (M

′, N ′)

ι(M,N)

y
yι(M′,N′)

Fn∗ (M,N)
Fn∗ (f,g)
−−−−−→ Fn∗ (M

′, N ′)

commutes.
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Proof. We apply Proposition D2.1 to the diagram

0 ✲ F (X1, N)
✻ η1✲ F (X1, J0)

✻ ∂10✲ F (X1, J1)
✻ ∂11✲

0 ✲ F (X0, N)

d1
✻

η0✲ F (X0, J0)

d00
✻

∂00✲ F (X0, J1)

d01
✻

∂01✲

to obtain isomorphisms ι(M,n) : Fn1 (M,N)→ Fn∗ (M,N). Two applications of
the last result imply that the diagrams

Fn1 (M
′, N)

Fn1 (f,N)
−−−−−→ Fn1 (M,N)

ι(M,N)

y
yι(M,N)

Fn∗ (M
′, N)

Fn∗ (f,N)
−−−−−→ Fn∗ (M,N)

and

Fn1 (M,N)
Fn1 (M,g)
−−−−−→ Fn1 (M,N ′)

ι(M,N)

y
yι(M,N′)

Fn∗ (M,N)
Fn∗ (M,g)
−−−−−→ Fn∗ (M,N ′)

commute, and the claim is obtained by combining these.

In the last section the situation was entirely symmetric, so that the ana-
logue of the last result could be taken also as a proof that the functors F 2

n

were naturally isomorphic to the F ∗
n . In this case we do not have complete

symmetry, but in fact one can prove that the functors Fn2 and Fn∗ are natu-
rally isomorphic in the same way. Instead of belaboring the details we simply
mention that in this case the critical diagram is

0 ✲ F (M,J1)
✻ η1✲ F (X0, J1)

✻ d01✲ F (X1, J1)
✻ d11✲

0 ✲ F (M,J0)

d1
✻

η0✲ F (X0, J0)

∂00
✻

d00✲ F (X1, J0)

∂10
✻

d01✲

We originally defined projective and injective modules by specifying that
X is projective if HomR(X, –) is exact and J is injective if HomR(–, J) is exact,
so we can apply the method described above to define a sequence of derived
bifunctors, which are denoted by ExtnR(–, –). These may be computed from
HomR(–, –) by resolving the first variable projectively or the second variable
injectively.

D3 Axiomatic Characterizations of Tor and Ext

With the spade work complete, we can now “officially” define the bifunctors
TorRn (–, –) and ExtnR(–, –) to be the derived bifunctors of –⊗R– and HomR(–, –)
respectively. Suppose that X and Y are projective resolutions of R-modules
M and N . Then TorRn (M,N) is the homology in dimension n of X ⊗R N ,
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and also the homology in dimension n of M ⊗R Y, and ExtnR(M,N) is the
cohomology in dimension n of HomR(X, N). If J is an injective resultion of
Y , then ExtnR(M,N) is also the cohomology in dimension n of HomR(M,J).

The next result summarizes the properties of TorRn (–, –) that were estab-
lished during its construction. It turns out that these properties suffice to
characterize this system of bifunctors completely.

Theorem D3.1. TorRn (–, –) (n ∈ Z) that take pairs of R-modules to R-
modules, with TorRn (M, –) and TorRn (–, N) covariant, and connecting homo-
morphisms

dn : TorRn (M
′′, N)→ TorRn−1(M

′, N) and dn : TorRn (M,N ′′)→ TorRn−1(M,N ′)

for short exact sequences 0 → M ′ → M → M ′′ → 0 and 0 → N ′ → N →
N ′′ → 0, with the following properties:

(a) TorRn (M,N) = 0 for all n < 0.

(b) TorR0 (–, –) is naturally isomorphic to –⊗R –.

(c) If either M or N is projective, then TorRn (M,N) = 0 for all n > 0.

(d) For all short exact sequences 0 → M ′ → M → M ′′ → 0 and 0→ N ′ →
N → N ′′ → 0 the sequences

· · · → TorRn (M
′, N)→ TorRn (M,N)→ TorRn (M

′′, N)→ TorRn−1(M
′, N)→ · · ·

and

· · · → TorRn (M,N ′)→ TorRn (M,N)→ TorRn (M,N ′′)→ TorRn−1(M,N ′)→ · · ·

are exact.

(e) The connecting homomorphisms are natural: for any morphism

0 ✲ M ′ ✲ M ✲ M ′′ ✲ 0

0 ✲ M̃ ′

f ′
❄

✲ M̃

f
❄

✲ M̃ ′′

f ′′
❄

✲ 0

of short exact sequences the diagram

TorRn (M
′′, N)

dn−−−−→ TorRn−1(M
′, N)

TorRn (f
′′,N)

y
yTorRn−1(f

′,N)

TorRn (M̃
′′, N)

dn−−−−→ TorRn−1(M̃
′, N)

commutes, and similarly for the second variable.
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These properties determine the functors TorRn (–, –) and the connecting homo-
morphisms uniquely up to natural isomorphism.

Proof. Prior to this point we have not defined TorRn (–, –) for n < 0, so we can
do so now using (a). In view of our definition of TorRn (M, –) and TorRn (–, N)
as right derived functors of M ⊗R – and –⊗RN , properties (d) and (e) follow
immediately from the long exact sequence for right derived functors. Since
–⊗R – is right exact, and M ⊗R – and –⊗R N are exact when M and N are
projective, (b) and (c) follow from Proposition C3.5. The uniqueness assertion
of Theorem C6.2 implies the uniqueness asserted here.

There is a similar characterization of ExtnR(–, –). As in the last result, the
proof that these functors have the indicated properties is just a review our
work to this point. We use (a) to define ExtnR(–, –) for n < 0. Properties
(d) and (e) follow immediately from the long exact sequence for left derived
functors. Since HomR(–, –) is left exact, and HomR(M, –) is exact when M is
projective while HomR(–, N) is exact when N is injective, (b) and (c) follow
from Proposition C4.1. The uniqueness asserted in the next result follows from
the uniqueness assertion of Theorem C6.2, when it is construed as applying
to both variances and both left and right derived functors. Thus:

Theorem D3.2. There are bifunctors ExtnR(–, –) (n ∈ Z) that take pairs
of R-modules to R-modules, with ExtnR(M, –) covariant and ExtnR(–, N) con-
travariant, and connecting homomorphisms

dn : ExtnR(M
′, N)→ Extn+1

R (M ′′, N) and dn : ExtnR(M,N ′′)→ Extn+1
R (M,N ′)

for short exact sequences 0 → M ′ → M → M ′′ → 0 and 0 → N ′ → N →
N ′′ → 0, with the following properties:

(a) ExtnR(M,N) = 0 for all n < 0.

(b) Ext0R(–, –) is naturally isomorphic to HomR(–, –).

(c) If M is projective, or if N is injective, then ExtnR(M,N) = 0 for all
n > 0.

(d) For all short exact sequences 0 → M ′ → M → M ′′ → 0 and 0 → N ′ →
N → N ′′ → 0 the sequences

· · · → ExtnR(M
′′, N)→ ExtnR(M,N)→ ExtnR(M

′, N)→ Extn+1
R (M ′′, N)→ · · ·

and

· · · → ExtnR(M,N ′)→ ExtnR(M,N)→ ExtnR(M,N ′′)→ Extn+1
R (M,N ′)→ · · ·

are exact.
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(e) The connecting homomorphisms are natural: for any morphism

0 ✲ M ′ ✲ M ✲ M ′′ ✲ 0

0 ✲ M̃ ′

f ′
❄

✲ M̃

f
❄

✲ M̃ ′′

f ′′
❄

✲ 0

of short exact sequences the diagram

ExtnR(M̃
′, N)

dn−−−−→ Extn+1
R (M̃ ′′, N)

ExtnR(f
′′,N)

y
yExtn−1

R (f ′,N)

ExtnR(M
′, N)

dn−−−−→ Extn+1
R (M ′′, N)

commutes, and similarly for the second variable.

These properties determine the functors ExtnR(–, –) and the connecting homo-
morphisms uniquely up to natural isomorphism.

D4 The Iterated Connecting Homomorphism

There is a computational device that is used in the application of derived
functors to exact sequences that are not short. The starting point of the
discussion is a rather cumbersome definition that abstracts the properties of
derived functors that make it work. A connected sequence of covariant functors
is a system

T = {. . . , T−2, T−1, T 0, T 1, T 2, . . .}

of covariant functors from R-modules to Q-modules, together with connecting
homomorphisms

T n(C)→ T n−1(A)

for all short exact sequences 0→ A→ B → C → 0 and all n, such that:

(a) The composition of any two maps in the sequence

· · · → T n+1(C)→ T n(A)→ T n(B)→ T n(C)→ T n−1(A)→ · · · (∗)

is zero.

(b) For any morphism

0 ✲ A ✲ B ✲ C ✲ 0

0 ✲ A′

f
❄

✲ B′

g
❄

✲ C ′

h
❄

✲ 0



D4. THE ITERATED CONNECTING HOMOMORPHISM 137

of short exact sequences all of the diagrams

T n(C) −−−−→ T n−1(A)
y

y
T n(C ′) −−−−→ T n−1(A′)

commute.

We say that T is exact if the long sequence (∗) is always exact.
Intuitively, one may think of a connected sequence of functors as a functor

from the category of short exact sequences to the category of “generalized
cochain complexes” of the sort appearing in long exact sequences. Homological
algebra doesn’t have standard terminology for the latter category, which is why
the definition above is a bit bulky.

Let
0→ Ap → Ap−1 · · · → A0 → A−1 → 0

be an exact sequence. For i = −1, 0, . . . , p let Zi be the kernel of Ai → Ai−1.
Then Z−1 = A−1 and we can identify Zp−1 with Ap.

For each i = 0, . . . , p − 1 there is a short exact sequence 0 → Zi →
Ai → Zi−1 → 0 that gives rise to connecting homomorphisms T n+p−i(Zi−1)→
T n+p−i−1(Zi). The iterated connecting homomorphism

cT : T n+p(A−1)→ T n(Ap)

is the composition

T n+p(Z−1)→ T n+p−1(Z0)→ · · · → T n+1(Zp−2)→ T n(Zp−1).

Now let T̃ = {T̃ n} be a second connected sequence of functors. A natural
transformation from T to T̃ is a collection of homomorphisms ηnA : T n(A) →
T̃ n(A) that are natural, in the sense that for any homomorphism A→ B the
diagrams

T n(A) −−−−→ T n(B)

ηnA

y
yηnB

T̃ n(A) −−−−→ T̃ n(B)

commute, and are also natural with respect to the connecting homomorphisms,
so that for every short sequence 0→ A→ B → C → 0 the diagram

T n(C) −−−−→ T n−1(A)

ηnC

y
yηn−1

A

T̃ n(C) −−−−→ T̃ n−1(A)

commutes.
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Lemma D4.1. If {ηnA} is a natural transformation from T to T̃ , then the
iterated connecting homomorphism is natural in the sense that for any exact
sequence 0→ Ap → · · · → A0 → 0 all diagrams

T n+p(A0)
cT−−−−→ T n+1(Ap)

ηn+pA0

y
yηn+1

Ap

T̃ n+p(A0)
cT̃−−−−→ T̃ n+1(Ap)

commute.

Proof. By assumption every square in the diagram

T n+p+1(Z−1) ✲ T n+p(Z0) ✲ · · · ✲ T n+2(Zp−2) ✲ T n+1(Zp−1)

T̃ n+p+1(Z−1)

❄
✲ T̃ n+p(Z0)

❄
✲ · · · ✲ T̃ n+2(Zp−2)

❄
✲ T̃ n+1(Zp−1)

❄

commutes.

We are particularly concerned with a situation that arises in connection
with resolutions that are “almost projective” or “almost flat.” An R-module
X is a T -module if Tn(X) = 0 for all n > 0. The isomorphisms given by the
following result are often described as dimension shifting.

Proposition D4.2. Suppose that T is exact. If

0→M → Xp−1 → · · · → X0 → A→ 0

exact and Xp−1, . . . ,X0 are T -modules, then there is an exact sequence

0→ T p(A)
cT✲ T 0(M)→ T 0(Xp−1),

and for each n > 0 the connecting homomorphism cT : T p+n(A) → T n(M) is
an isomorphism.

Proof. For each n ≥ 0 and i = 0, . . . , p− 1 the exact sequence

T n+p−i(Xi)→ T n+p−i(Zi−1)→ T n+p−i−1(Zi)→ T n+p−i−1(Xi)

is a portion of (∗). When n > 0 or i < p − 1 the hypotheses imply that the
outer modules vanish, so that the inner map is an isomorphism. When n = 0
and i = p− 1 the sequence is

0→ T 1(Zp−2)→ T 0(Zp−1)→ T 0(Xp−1).

Thus the iterated connecting homomorphism is an isomorphism when n > 0,
and when n = 0 it is the isomorphism T p(Z−1) → T 1(Zp−2) composed with
T 1(Zp−2)→ T 0(Zp−1). Of course Z−1 = A and Zp−1

∼=M .
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The technique developed in this section can also be applied when the
connected sequence of functors is contravariant and/or the connecting homo-
morphisms increase dimension. Thus there are four cases, and we regard the
discussion to this point as establishing the relevant result in the other three
as well.

For ease of reference we now describe one other particular situation that
will arise later. Consider an exact connected sequence T = {. . . , T−1, T0, T1, . . .}
that is covariant and whose boundary homomorphisms go from Tn to Tn+1,
with Tn(I) = 0 whenever I is injective and n > 0. Suppose we are given an
exact sequence

0→ N → I0 → · · · → Ip−1 → X → 0

with I0, . . . , Ip−1 injective. For i = 0, . . . , p − 2 let Zi be the kernel of Xi →
Xi+1 (so N ∼= Z0) let Zp−1 be the kernel of Ip−1 → X, and let Zp = X.
For each integer n there is an iterated connecting homomorphism Tn(X) →
Tn+p(N) given by the composition

Tn(Zp)→ Tn+1(Zp−1)→ · · · → Tn+p−1(Z1)→ Tn+p(Z0)

where each Tn+i(Zp−i)→ Tn+i+1(Zp−i−1) is the central homomorphism of the
exact sequence

Tn+i(Ip−i−1)→ Tn+i(Zp−i)→ Tn+i+1(Zp−i−1)→ Tn+i+1(Ip−i−1)

obtained by applying T to the short exact sequence 0→ Zp−i−1 → Ip−i−1 →
Zp−i → 0. When n > 0 the outer modules vanish for all i = 0, . . . , p − 1, so
the iterated connecting homomorphism is an isomorphism. When n = 0 and
i = 0 the sequence is T0(Ip−1)→ T0(Zp)→ T1(Zp−1)→ 0, so there is an exact
sequence

T0(Ip−1)→ T0(X)
cT✲ Tp(N)→ 0.

D5 Projective and Weak Dimension

Let M be an R-module. The projective dimension of M , denoted by pdRM ,
is the smallest n such that there is a projective resolution

· · · → 0→ Xn → Xn−1 → · · · → X1 → X0 →M → 0

withXn+1 = 0. If, in the definition above, we replaced “projective” with “flat”
or “free,” we arrive at the notions of flat dimension and free dimension. Since
free modules are projective and projective modules are flat, the flat dimension
is not larger than the projective dimension, which is in turn not larger than
the free dimension. The injective dimension of M is defined in the same way
using injective resolutions.

If pdRM = 0, then there is a projective resolution X of M such that
X1 = 0, so that 0 → X0 → M → 0 is exact and M is projective because it
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is isomorphic to X0. On the other hand, if M is projective, then 0 → M →
M → 0 is a projective resolution, so pdRM = 0. Therefore if M 6= 0, then
M is projective if and only if pdRM = 0. With suitable adjustments, this
argument shows that M is injective (free, flat) if and only if its injective (free,
flat) dimension is zero.

The weak dimension of M , denoted by wdRM , is the largest n for which
there is some R-module N such that TorRn (M,N) 6= 0. Due to the asymmetric
nature of ExtnR, there are also two notions of dimension than can be defined
using these bifunctors, but these receive less attention. Since a projective
resolution of M can be used to compute TorRn (M,N), the weak dimension
of M is never greater than the projective dimension. Below we will show
that flat resolutions of M can be used to compute TorRn (M,N), so the weak
dimension is also not greater than the flat dimension. One of the main results
of this section is that if R is Noetherian and M is finitely generated, then
wdRM = pdRM . Under a wide variety of conditions the free dimension is
not greater than the projective dimension.

We begin by showing that TorR gives a characterization of flatness. Later
we will see that, similarly, ExtR characterizes projectivity and injectivity.

Proposition D5.1. The following are equivalent:

(a) M is flat.

(b) TorRn (M,N) = 0 for all R-modules N and all n > 0.

(c) TorR1 (M,N) = 0 for all R-modules N .

Proof. IfM is flat andX : · · · → X1 → X0 → N → 0 is a projective resolution
of N , then TorRn (M,N) = Hn(M ⊗R X) = 0 for all n > 0 because M ⊗R –
is an exact functor. Thus (a) implies (b), which automatically implies (c).
Suppose (c) holds. If 0→ N ′ → N → N ′′ → 0 is a short exact sequence, then

0→M ⊗R N
′ →M ⊗R N →M ⊗R N

′′ → 0

is exact because it is

TorR1 (M,N ′′)→ TorR0 (M,N ′)→ TorR0 (M,N)→ TorR0 (M,N ′′)→ 0.

Thus M ⊗R – is exact, so we have shown that (c) implies (a).

Proposition D5.2. If R is a local ring and M is a finitely generated flat
R-module, then every finite set of generators has a subset that generates M
freely, so M is free.

Proof. The images of a finite set of generators of M map to a set that spans
M/m and consequently has a subset that is a basis. Therefore it suffices to
show that x1, . . . , xn generate M freely whenever their images in M/mM are
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a basis of this vector space. By Nakayama’s lemma, x1, . . . , xn is a set of
generators for M , so we need to show that they are R-linearly independent.

We argue by induction on n. If rx1 = 0 for some nonzero r, then the
euational criterion for flatness gives yj ∈M and aj ∈ R such that x =

∑
j ajyj

and raj = 0 for all j. But x /∈ mM , so at least one aj must be a unit, which
implies that r = 0.

Now suppose that n > 1, and let
∑

i rixi = 0. Since x1, . . . , xn goes to
a basis of M/mM , each ri goes to zero in k, i.e., ri ∈ m. The equational
criterion for flatness gives yj and aij such that xi =

∑
j aijyj for all i and∑

j rjaij = 0 for all i. There is some h such that anh that is not in m and is

consequently a unit, so rn = −
∑n−1

i=0 ri(aih/anh). The relation can be written
as

∑n−1
i=1 ri(xi − (aih/anh)xn) = 0. Since the xi − (aih/anh)xn map to n − 1

linearly independent elements of M/mM , r1 = · · · = rn−1 = 0, and it follows
that rn = 0.

The following is Theorem VIII.6.1′ of CE.

Theorem D5.3. If R is a Noetherian local ring, M is finitely generated, and
TorR1 (M,k) = 0, then M is free, and every finite set of generators contains a
base.

Proof. Since Proposition D5.1 implies thatM is flat, this follows from the last
result.

Flat resolutions can be used to compute TorR.

Theorem D5.4. If F : · · · → F1 → F0 → M → 0 is a flat resolution of M ,
then TorRn (M,N) = Hn(F⊗R N) for all R-modules N and all n.

Proof. Since –⊗R N is right exact, the sequence

F1 ⊗R N → F0 ⊗R N →M ⊗R N → 0

is exact (recall Lemma B5.3) which gives

TorR0 (M,N) =M ⊗R N = H0(F ⊗R N).

Let K be the kernel of F0 → M , and let F ′ : · · · → F2 → F1 → K → 0
be the derived flat resolution of K. In view of the last result, the long exact
sequence for 0→ K → F0 →M → 0 ends with

0→ TorR1 (M,N)→ K ⊗R N → F0 ⊗R N →M ⊗R N → 0.

Right exactness of – ⊗R N applied to F2 → F1 → K → 0 gives the second
equality in the computation

TorR1 (M,N) = Ker
( F1

Im(F2 → F1)
⊗R N → F0 ⊗R N

)



142 CHAPTER D. DERIVED BIFUNCTORS

= Ker
( F1 ⊗R N

Im(F2 ⊗R N → F1 ⊗R N)
→ F0 ⊗R N

)

=
Ker(F1 ⊗R N → F0 ⊗R N)

Im(F2 ⊗R N → F1 ⊗R N)
= H1(F ⊗R N).

Now induction on n ≥ 2 gives

TorRn (M,N) = TorRn−1(K,N) = Hn−1(F
′ ⊗R N) = Hn(F⊗R N),

where the first equality comes from the last result applied to the earlier por-
tions of the long exact sequence above.

Generalizing Proposition D5.1, the next result gives a characterization of
flat dimension in terms of TorR. Later we will see analogous characterizations
of projective and injective dimension in terms of ExtR.

Proposition D5.5. For any integer n the following are equivalent:

(a) wdRM ≤ n.

(b) TorRi (M,N) = 0 for all R-modules N and all i > n.

(c) TorRn+1(M,N) = 0 for all R-modules N .

(d) Whenever

0→ Fn → Fn−1 → · · · → F0 →M → 0

is exact and Fn−1, . . . , F0 are flat, Fn is also flat.

Proof. Recall (c.f. the discussion at the beginning of chapter C) that M
has a flat resolution. Suppose Fn−1 → · · · → F0 → M → 0 is part of a
flat resolution of M and Fn is the kernel of Fn−1 → Fn−2. If (d) holds,
then the last result implies that 0 → Fn → · · · → F0 → 0 may be used to
compute TorR(M, ·). Thus (d) implies (a). Since M has a flat resolution, (a)
implies (b), from which (c) follows automatically. Let an exact sequence as
in (d) be given. For any N we apply the theory of the iterated connecting
homomorphism to the connected sequence TorR(·, N) = {TorRn (·, N)}. Flat
modules are TorR(·, N)-modules, so Proposition D4.2 (“dimension shifting”)
gives TorR1 (Fn, N) = TorRn+1(M,N) = 0, and the last result implies that Fn is
flat.

Much of our work up to this point has been aimed at the following result.

Theorem D5.6. If R is Noetherian and M is finitely generated, then

wdRM = pdRM.
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Proof. Let d = wdRM . We already know that d ≤ pdRM . Proposition C1.2
gives a projective resolution of M whose modules are all finitely generated, so
there is an exact sequence

0→ Xd → Xd−1 → · · · → X0 →M → 0

where Xd−1, . . . ,X0 are projective and finitely generated, and Xd is the kernel
of Xd−1 → Xd−2. Projective modules are flat, so if d = wdRM , then the
last result implies that Xd is flat. Since finitely generated R-modules are
Noetherian (Proposition A4.6) Xd is finitely generated, hence Noetherian,
hence finitely presented. Now Theorem B9.11 implies that Xd is projective,
so pdRM ≤ d.

Proposition D5.7. If S is a multiplicatively closed subset of R, then for any
R-modules M and N ,

TorS
−1R

n (S−1M,S−1N) = S−1(TorRn (M,N)).

Proof. Let X be a projective resolution of M . Each module in S−1R⊗RX =
S−1X (recall Lemma A6.6) is projective (Proposition B7.3) and S−1R is a flat
R-module (Proposition A6.8) so S−1X is a projective resolution of S−1M . We
have

S−1(TorRn (M,N)) = S−1(Hn(X⊗R N)) = Hn(S
−1(X⊗R N))

= Hn(S
−1X⊗S−1R S

−1N) = TorS
−1R

n (S−1M,S−1N).

The second equality is the fact that localization commutes with homology
(Proposition A5.5) and the third is the fact that localization commutes with
tensor products (Proposition A6.5).

The following is Exercise VII.11 in CE.

Theorem D5.8. For any R-module M ,

wdRM = sup wdRm
Mm

where the supremum is over all maximal ideals m ⊂ R. If R is Noetherian
and M is finitely generated, then

pdRM = sup pdRm
Mm.

Proof. For any maximal ideal m and any Rm-module N we have Nm = N ⊗Rm

Rm = N , so for every n Proposition D5.7 gives

TorRm

n (Mm, N) = TorRm

n (Mm, Nm) = (TorRn (M,N))m.

It follows that
wdRM ≥ sup wdRm

Mm.
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On the other hand the last result implies that if TorRn (M,N) 6= 0, then
(TorRn (M,N))m is nonzero for some m. Therefore

wdRM ≤ sup wdRm
Mm.

Any system of generators forM is a system of generators of each Mm, so if
M is finitely generated, then so is each Mm. If, in addition, R is Noetherian,
then so is each Rm, and Theorem D5.6 gives wdRM = pdRM and wdRm

Mm =
pdRm

Mm for all m.

D6 Ext and Dimension

We now provide analogues of Propositions D5.1 and D5.5 for projective and
injective modules. Their proofs follow the same pattern as above.

Proposition D6.1. The following are equivalent:

(a) M is projective.

(b) ExtnR(M,N) = 0 for all R-modules N and all n > 0.

(c) Ext1R(M,N) = 0 for all R-modules N .

Proof. If M is projective and X : · · · → X1 → X0 → N → 0 is a projective
resolution of N , then ExtnR(M,N) = Hn(HomR(M,X)) = 0 for all n > 0
because HomR(M, ·) is an exact functor. Thus (a) implies (b), which auto-
matically implies (c). Suppose (c) holds. If 0 → N ′ → N → N ′′ → 0 is a
short exact sequence, then

0→ HomR(M,N ′)→ HomR(M,N)→ HomR(M,N ′′)→ 0

is exact because it is

0→ Ext0R(M,N ′)→ Ext0R(M,N)→ Ext0R(M,N ′′)→ Ext1R(M,N ′).

Thus HomR(M, ·) is exact, so we have shown that (c) implies (a).

Proposition D6.2. For any integer n the following are equivalent:

(a) pdRM ≤ n.

(b) ExtiR(M,N) = 0 for all R-modules N and all i > n.

(c) Extn+1
R (M,N) = 0 for all R-modules N .

(d) Whenever
0→ Xn → Xn−1 → · · · → X0 →M → 0

is exact and Xn−1, . . . ,X0 are projective, Xn is also projective.



D6. Ext AND DIMENSION 145

Proof. Let · · · → X1 → X0 → M → 0 be a projective resolution of M , and
let Xn be the kernel of Xn−1 → Xn−2. If (d) holds, then 0 → Xn → · · · →
X0 → M → 0 is a projective resolution, so (d) implies (a). Of course (a)
implies (b) (logically the only issue is the existence of projective resolutions)
from which (c) follows automatically. Let an exact sequence as in (d) be
given. For any N the connected sequence ExtR(·, N) = {ExtnR(·, N)} is exact,
and projective modules are ExtR(·, N)-modules, so Proposition D4.2 gives
Ext1R(Xn, N) = Extn+1

R (M,N) = 0. Now the last result implies that Xn is
projective.

The last result has the following consequence.

Corollary D6.3. Suppose that 0 → M ′ → M → M ′′ → 0 is exact and M is
projective. If pdRM

′ > 0, then pdRM
′′ = pdRM

′ + 1, and if pdRM
′ = 0,

then pdRM
′′ ≤ 1.

Proof. For any R module N the long exact sequence

· · · → ExtnR(M,N)→ ExtnR(M
′, N)→ Extn+1

R (M ′′, N)→ Extn+1
R (M,N)→ · · ·

implies that ExtnR(M
′, N) and Extn+1

R (M ′′, N) are isomorphic for all n > 0,
so this follows from the equivalence of (a) and (b) in the last result.

Serre applies the following variant of Proposition D6.2.

Proposition D6.4. If R is Noetherian and M is finitely generated, then for
any integer n the following are equivalent:

(a) pdRM ≤ n.

(b) Extn+1
R (M,N) = 0 for all finitely generated R-modules N .

(c) ExtnR(M,N ′) → ExtnR(M,N) → ExtnR(M,N ′′) → 0 is exact whenever
0 → N ′ → N → N ′′ → 0 is a short exact sequence of finitely generated
R-modules.

(d) Whenever
0→ Xn → Xn−1 → · · · → X0 →M → 0

is exact and Xn−1, . . . ,X0 are projective and finitely generated, Xn is
also projective.

Proof. Proposition C1.2 implies that there is a sequence with the properties
required in (d), so (d) implies (a). We already know that (a) implies (more
than) (b). In view of the exact sequence

ExtnR(M,N ′)→ ExtnR(M,N)→ ExtnR(M,N ′′)→ Extn+1
R (M,N ′)

(b) and (c) are equivalent.
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Suppose (b) holds, and let an exact sequence as in (d) be given. The argu-
ment in the last proof shows that for any finitely generated N , Ext1R(Xn, N) =
0. If 0 → N ′ → N → N ′′ → 0 is exact and N ′, N ′′, and N ′′ are finitely gen-
erated, then

0→ HomR(Xn, N
′)→ HomR(Xn, N)→ HomR(Xn, N

′′)→ 0 (∗)

is exact because it is

0→ Ext0R(Xn, N
′)→ Ext0R(Xn, N)→ Ext0R(Xn, N

′′)→ Ext1R(Xn, N
′).

We need to show that Hom(Xn, ·) is exact. Since it is left exact, this
boils down to HomR(Xn, N) → HomR(Xn, N

′′) being surjective even when
N ′, N , and N ′′ need not be finitely generated. Aiming at a contradiction,
suppose that α : Xn → N ′′ is not in the image. Insofar as Xn is isomorphic
to a submodule of the finitely generated module Xn−1, and R is Noetherian,
Proposition A4.7 implies that it is finitely generated. Let Ñ ′′ be the image
of α. Since it is finitely generated, it is the image of a finitely generated
submodule Ñ ⊂ N . Proposition A4.7 implies that the kernel of Ñ → Ñ ′′ is
finitely generated, and of course it is isomorphic to its preimage Ñ ′ ⊂ N ′.
Now 0 → Ñ ′ → Ñ → Ñ ′′ → 0 is a short exact sequence of finitely generated
R-modules, but α is not in the image of HomR(Xn, Ñ) → HomR(Xn, Ñ

′′),
contrary to what has already been shown.

Finally we handle injective modules. There are no surprises.

Proposition D6.5. The following are equivalent:

(a) M is injective.

(b) ExtnR(N,M) = 0 for all R-modules N and all n > 0.

(c) Ext1R(M,N) = 0 for all R-modules N .

Proof. If M is injective and X : 0→ N → I0 → I1 → · · · is an injective reso-
lution of N , then ExtnR(N,M) = Hn(HomR(I,M)) = 0 for all n > 0 because
HomR(·,M) is an exact functor. Thus (a) implies (b), which automatically
implies (c). Suppose (c) holds. If 0 → N ′ → N → N ′′ → 0 is a short exact
sequence, then

0→ HomR(N
′′,M)→ HomR(N,M)→ HomR(N

′,M)→ 0

is exact because it is

0→ Ext0R(N
′′,M)→ Ext0R(N,M)→ Ext0R(N

′,M)→ Ext1R(N
′′,M).

Thus HomR(·,M) is exact, so we have shown that (c) implies (a).
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Proposition D6.6. For any integer n the following are equivalent:

(a) the injective dimension of M is ≤ n.

(b) ExtiR(N,M) = 0 for all R-modules N and all i > n.

(c) Extn+1
R (N,M) = 0 for all R-modules N .

(d) Whenever
0→M → I0 → · · · → In−1 → In → 0

is exact and I0, . . . , In−1 are injective, In is also injective.

Proof. Let 0 → M → I0 → I1 → · · · be an injective resolution of M , and
let In be the cokernel of In−1 → In−2. If (d) holds, then the sequence 0 →
M → I0 → · · · → In−1 → In → 0 (where In−1 → In is the quotient map)
is an injective resolution which may be used to compute ExtR(·,M), so (d)
implies (a). Of course (a) implies (b) (since we know that M has injective
resolutions) from which (c) follows automatically. Let an exact sequence as in
(d) be given. For any N the connected sequence ExtR(N, ·) = {ExtnR(N, ·)}
is exact, and injective modules are ExtR(·, N)-modules, so the contravariant
variant of Proposition D4.2 gives Ext1R(N, In) = Extn+1

R (N,M) = 0. Now the
last result implies that In is injective.





Chapter E

Derived Rings and Modules, and Completions

Let G be an abelian topological group, whose group operation is written ad-
ditively. That is, G is an abelian group endowed with a topology such that
addition and negation are continuous. We will always assume that G is first
countable, i.e., 0 has a countable neighborhood basis. For much of what we
do this is not strictly necessary, insofar as the concepts and results can be
suitably generalized, but it avoids considerable complications, and we have
no interest in groups that are not first countable. A Cauchy sequence is a
sequence g1, g2, . . . in G such that for every neighborhood U of 0, gi − gi′ ∈ U
for all sufficiently large i and i′. Two sequences g1, g2, . . . and g′1, g

′
2, . . . are

equivalent if, for every neighborhood U of 0, gi − g
′
i ∈ U for sufficiently large

i. (Since the group operation is continuous, for any such U there is a neigh-
borhood V of 0 with V + V ⊂ U . Using this fact, it is easy to see that
equivalence is transitive, and it is obviously reflexive and symmetric, so it
is indeed an equivalence relation.) The set of equivalence classes of Cauchy
sequences can be endowed with an abelian group operation and a topology in
a natural manner that generalizes the passage from Q to R, and parallels the
completion of a metric space. We will begin by studying the basic properties
of this construction.

A descending chain

G = G0 ⊃ G1 ⊃ G2 ⊃ · · ·

of subgroups of G is a filtration of G. We denote such a filtration by (Gn).
We may define a topology on G by taking the various g +Gn to be a base of
the collection of open sets. (To show that finite intersections of open sets are
open observe that if g′′ ∈ (g +Gn) ∩ (g′ +Gn′), and n′ ≥ n, then g′′ +Gn′ ⊂
(g + Gn) ∩ (g′ + Gn′).) This is the Krull topology defined by (Gn). Since
Gn +Gn ⊂ Gn and −Gn = Gn, addition and negation are continuous.

In general an inverse system of abelian groups is a diagram

H : H0 ← H1 ← H2 ← · · ·

of abelian groups and homomorphisms. For example, for the filtration (Gn)
there is an inverse system given by the natural homomorphisms G/Gn+1 →
G/Gn. The inverse limit lim←−Hn is the set of sequences {hn}, where each hn
is an element of Hn, such that for all m ≤ n, the image of hn in Hm is hm.

149
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Among the numerous possibilities for deriving new groups from (Gn), we
will be particularly interested in

⊕n≥0Gn, ⊕n≥0Gn/Gn+1, and lim
←−

G/Gn.

In particular, let I be an ideal of R. Then there are the derived rings

R∗ = ⊕n≥0 I
n, GI(R) = ⊕n≥0 I

n/In+1, and R̂ = lim
←−

R/In.

The ring R̂ is the I-adic completion of R. A filtration (Mn) of an R-module
M is an I-filtration if IMn ⊂Mn+1 for all n. We will study the modules

M∗ = ⊕n≥0Mn, G(M) = ⊕n≥0Mn/Mn+1, and M̂ = lim←−M/InM.

The work of this chapter has a somewhat miscellaneous character, insofar
as it studies only a few of the many possibilities presented by these con-
structions, and it is further restricted to the development of the results used
to prove that the I-adic completion of a Noetherian ring is Noetherian, and
other results that will be needed later.

E1 Completing a Topological Group

Let G be an abelian topological group. Since the topology is invariant under
translation, it is determined by the neighborhoods of 0. A set S ⊂ G is
balanced if S = −S. If U is a neighborhood of 0, then so is U ∩ −U , so
every neighborhood of 0 contains a balanced neighborhood. Let KG be the
intersection of the neighborhoods of 0.

Lemma E1.1. KG is a balanced subgroup of G that is the closure of {0}, and
G is Hausdorff if and only if KG = {0}.

Proof. For any neighborhood U of 0 the continuity of addition gives neighbor-
hoods V and W of 0 such that KG +KG ⊂ V +W ⊂ U , so KG +KG ⊂ KG.
Since KG is the intersection of all balanced neighborhoods of 0, KG = −KG.
Thus KG is a balanced subgroup.

We have g ∈ KG if and only if g is an element of every neighborhood of 0,
and this is true if and only if 0 is in every neighborhood of g, which is to say
that g is an element of the closure of {0}.

Distinct elements of KG do not have disjoint neighborhoods, so G is not
Hausdorff if KG has multiple elements. On the other hand suppose that
KG = {0}. Let g and g′ be distinct elements of G, and let U be a neighborhood
of 0 that does not contain g′ − g. Since addition is continuous, there are
neighborhoods V,W of 0 such that V + W ⊂ U . It is easily checked that
g′ − V and g +W are disjoint neighborhoods of g′ and g.

We endow G/KG with the quotient topology induced by the quotient ho-
momorphism κG : G→ G/KG.
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Lemma E1.2. κG is an open map.

Proof. We need to show that if U ⊂ G is open, then κG(U) is open, which is
the same as κ−1

G (κG(U)) being open. But from the definition of KG we have
U +KG = U , so κ−1

G (κG(U)) = U .

The completion of G, denoted by Ĝ, is the set of equivalence classes of
Cauchy sequences in G. The equivalence class of the componentwise sum of
two sequences is easily shown to depend only on the equivalence classes of the
sequences, so this operation induces a binary operation on Ĝ, and the axioms
for an abelian group are easily verified.

There is a map ιG : G → Ĝ that takes each g to the equivalence class of
the constant sequence with value g.

Lemma E1.3. If g ∈ G, ĝ ∈ Ĝ, and {gi} is a representative of ĝ, then
ĝ = ιG(g) if and only if gi → g. Therefore KG is the kernel of ιG.

Proof. By definition ĝ = ιG(g) if and only if {gi} is equivalent to the constant
sequence with value g, and this is the case if and only {gi − g} is eventually
insider each neighborhood of 0, which is in turn the case if and only if {gi} is
eventually inside each neighborhood of g.

In view of this result there is a homomorphism λG : G/KG → Ĝ that is defined
implicitly by requiring that λG ◦ κG = ιG.

For an open U ⊂ G let Û be the set of ĝ ∈ Ĝ for which there is a repre-
sentative {gi} and an neighborhood V of the origin such that gi + V ⊂ U for
all sufficiently large i.

Lemma E1.4. The collection of sets Û is a base of a topology for Ĝ with
respect to which Ĝ is an abelian topological group, and ιG and λG are contin-
uous.

Proof. In order to be a base of a topology, a collection of sets needs to cover
the space (here Ĝ is in the base because G is open) and the intersection of
any two base elements must be a union of base elements. We will show that

if U and U ′ are open, then Û ∩ Û ′ = Û ∩ U ′. Obviously Û ∩ U ′ ⊂ Û ∩ Û ′. To
verify the reverse inclusion suppose that ĝ ∈ Û ∩ Û ′. Take representatives {gi}
and {g′i} of ĝ and neighborhoods V and V ′ of the origin such that gi+V ⊂ U
and g′i+V

′ ⊂ U ′ for large i. Let W be a neighborhood of the origin such that
W +W ⊂ V ∩ V ′. Of course gi +W ⊂ U for large i. In addition, for large i

we have gi − g
′
i ∈W and thus gi +W ⊂ g′i +W +W ⊂ U ′. Thus ĝ ∈ Û ∩ U ′.

For any open U we have −̂U = −Û , so negation is continuous. If ĝ+ĝ′ ∈ Û ,
then the techniques illustrated in the argument above can easily be used to
construct open V and V ′ with ĝ ∈ V̂ , ĝ′ ∈ V̂ ′, and V̂ + V̂ ′ ⊂ Û . Thus Ĝ is an
abelian topological group.

Evidently ι−1
G (Û ) = U , so ιG is continuous, and λ−1

G (Û) = κG(U) is open
because κG is an open map, so λG is continuous.
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Whenever V is open, V̂ contains ιG(g) for all g ∈ V , so:

Lemma E1.5. ιG(G) is dense in Ĝ.

Lemma E1.6. Ĝ is Hausdorff.

Proof. If {gi} is a representative of ĝ ∈ KĜ, then gi is eventually in every open
U containing the origin, which means that {gi} is equivalent to the constant
sequence with value 0, and thus ĝ = 0 ∈ Ĝ.

If f : G→ G′ is a continuous homomorphism, f maps Cauchy sequences to
Cauchy sequences, and it maps equivalent sequences to equivalent sequences.
Therefore f induces a map

f̂ : Ĝ→ Ĝ′

taking each equivalence class of Cauchy sequences to the equivalence class of
any of its elements. This is easily shown to be a continuous homomorphism.
Because G is dense in Ĝ, it is in fact the unique continuous extension of f .

If f ′ : G′ → G′′ is a second continuous homomorphism, then f̂ ′ ◦ f = f̂ ′ ◦ f̂ .
Thus completion is a functor from the category of abelian topological groups
to itself.

It is an immediate consequence of the definitions that if f : G → G′ is a
continuous homomorphism, then the diagram

G
f

−−−−→ G′

ιG

y
yιG′

Ĝ
f̂

−−−−→ Ĝ′

commutes. This simple fact can be dressed up as abstract nonsense:

Lemma E1.7. The system of maps ιG constitute a natural transformation
from the identity functor, for the category of abelian topological groups, to the
completion functor.

If ιG is surjective we say that G is complete. In view of Lemma E1.3, G is
complete if and only if each Cauchy sequence has a limit in G. This section’s
most intricate result provides some justification of our terminology.

Proposition E1.8. Ĝ is complete.

Proof. At this point we use the assumption that there is a countable neigh-
borhood basis U1, U2, U3, . . . at 0. We can replace Un with U1 ∩ . . . ∩ Un, so
we may assume that U1 ⊃ U2 ⊃ U3 ⊃ · · · . For each n choose an open Vn
containing 0 such that Vn + Vn + Vn + Vn + Vn ⊂ Un. Again, we may assume
that V1 ⊃ V2 ⊃ · · · .
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We need to show that a given Cauchy sequence {ĝh} in Ĝ has a limit in
Ĝ. For each h choose a representative {ghi } of ĝ

h.

For each n choose an hn such that ĝh − ĝh
′
∈ V̂n for all h, h′ ≥ hn. This

property is preserved if we replace each hn with the maximum of h1, . . . , hn,
so we may assume that h1 ≤ h2 ≤ · · · . For each h and n choose an ihn such
that ghi − g

h
i′ ∈ Vn for all i, i′ ≥ ihn. As above, we may assume that ihn is

weakly increasing in h and n.

For each i = 1, 2, . . . let gi = ghiihii
. If i, i′ ≥ n, then for all sufficiently large

i′′ we have

gi − gi′ = ghiihii
− g

hi′
ihi′ i

′
= (ghiihii

− ghii′′ ) + (ghii′′ − g
hi′
i′′ ) + (g

hi′
i′′ − g

hi′
ihi′ i

′
)

∈ Vi + Vn + Vi′ ⊂ Un.

Therefore {gi} is Cauchy. Let ĝ be its equivalence class.

For each n, if h ≥ hn, i > n, and i and i′ are sufficiently large, then

ghi − gi = (ghi − g
h
i′) + (ghi′ − g

hn
i′ ) + (ghni′ − g

hi
i′ ) + (ghii′ − g

hi
ihii

)

∈ Vn + Vn + Vn + Vi ⊂ Vn + Vn + Vn + Vn,

so ghi − gi + Vn ⊂ Un. Therefore ĝh − ĝ ∈ Ûn for sufficiently large h. This is
true for all n, so ĝh → ĝ.

Now suppose that R is a topological ring, so R is a ring with a topology
with respect to which addition, negation, and multiplication are continuous,
and 0 has a countable neighborhood base. In the following discussion does not
need to be commutative and need not have a unit. The completion R̂ of R
is its completion as a topological group. We check that R̂ has a well defined
and well behaved multiplication.

Lemma E1.9. If {ri} and {si} are Cauchy sequences, then {risi} is Cauchy.
It {r′i} and {s′i} are Cauchy sequences that are equivalent to {ri} and {si}
respectively, then {r′is

′
i} is equivalent to {risi}.

Proof. Fix a neighborhood U of 0. Choose a neighborhood V of 0 such that
V +V +V +V ⊂ U , and choose a neighborhoodW of 0 such that W ·W ⊂ V .
There is an i such that rj − rk, sj − sk ∈ W for all j, k ≥ i. The continuity
of multiplication implies that for sufficiently large j and k we have ri(sj −
sk), (rj − rk)si ∈ V , so that

rjsj − rksk = rj(sj − sk) + (rj − rk)sk

= ri(sj − sk) + (rj − ri)(sj − sk) + (rj − rk)(sk − si) + (rj − rk)si ∈ U.

Thus {risi} is Cauchy.
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Now choose an i such that r′j − rj, rj − rk, s
′
j − sj , s

′
j − s

′
k ∈ W whenever

j, k ≥ i. If j is sufficiently large, then (r′j − rj)s
′
i, ri(s

′
j − sj) ∈ V , so that

r′js
′
j − rjsj = (r′j − rj)s

′
j + rj(s

′
j − sj)

= (r′j − rj)s
′
i + (r′j − rj)(s

′
j − s

′
i) + (rj − ri)(s

′
j − sj) + ri(s

′
j − sj) ∈ U.

Thus {r′is
′
i} and {risi} are equivalent.

We may now define multiplication in R̂ by specifying that if {ri} and {si}
are representatives of r̂ and ŝ, then {risi} is a representative of r̂ŝ. Of course
R̂ is commutative if R is commutative, and if R has a unit, its image is a unit
for R̂.

Lemma E1.10. Multiplication in R̂ is continuous.

Proof. Suppose that r̂ŝ ∈ Û , where U ⊂ R is open. Choose a neighborhood V
of 0 ∈ R such that risi+V +V ⊂ U for all large i. Let W be a neighborhood
of 0 such that W +W +W +W ⊂ V , and let Z be a neighborhood of 0 such
that Z · Z ⊂ W . Suppose that r̂′ ∈ r̂ + Ẑ and ŝ′ ∈ ŝ + Ẑ, and {r′i} and {s

′
i}

are representatives. Choose i such the rj − rk, s
′
j − s

′
k ∈ Z for all j, k ≥ i.

Then for all sufficiently large j we have (r′j − rj)s
′
i, ri(s

′
j − sj) ∈ Z, because

multiplication is continuous, and r′j − rj, s
′
j − sj ∈ Z because the sequences

are Cauchy. The second calculation of the last proof now gives r′js
′
j−rjsj ∈ V

for large j, which implies that r′js
′
j + V ⊂ U , so r̂′ŝ′ ∈ Û .

E2 The Completion of a Filtered Group

Let G be an abelian group, and let (Gn) be a given filtration. We endow
G with the Krull topology induced by this filtration, and we let Ĝ be the
completion of G with respect to this topology. Lemma E1.4 implies that:

Lemma E2.1. If G has the Krull topology, then the topology of Ĝ coincides
with the Krull topology induced by the filtration Ĝ = Ĝ0 ⊃ Ĝ1 ⊃ Ĝ2 ⊃ · · · .

We adopt the following notation. For m ≤ n let θnm : G/Gn → G/Gm be
the natural map. An element of lim

←−
G/Gn is a sequence {g̃n} with g̃n ∈ G/Gn}

such that θnm(g̃n) = g̃m for all m ≤ n. Let

θm : lim←−G/Gn → G/Gm

be the projection {g̃n} 7→ g̃m.
Suppose {gi} is a Cauchy sequence in G. For each n, gi − gi′ for all

sufficiently large i and i′, which is to say that the sequence {gi+Gn} in G/Gn
stabilizes; let g̃n be its terminal value. Clearly θnm(g̃n) = g̃m for all m ≤ n.
Moreover, equivalent Cauchy sequences induce the same terminal elements in
each G/Gn and thus the same element of lim←−G/Gn, so there is a map from
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Ĝ to lim←−G/Gn. This map is obviously a homomorphism, and it is easily seen
to be injective. It is in fact an isomorphism because for any {g̃n} ∈ lim

←−
G/Gn

there is a preimage, namely the equivalence class of any sequence {gn} in
which each gn is an element of the coset g̃n. Thus we can identify Ĝ with
lim
←−

G/Gn.

The concrete representation of Ĝ given by the inverse limit is very useful.
First of all, there is the flexibility provided by the following result.

Lemma E2.2. Suppose that G = G′
0 ⊃ G′

1 ⊃ G′
2 ⊃ · · · is a second filtration

of G such that for each m there is some n with G′
n ⊂ Gm, and for each n

there is some m such that Gm ⊂ G
′
n. Then

lim
←−

G/Gm ∼= lim
←−

G/G′
n.

Proof. Choose strictly increasing functions α, β : N → N such that Gβ(m) ⊂
G′
α(m) ⊂ Gm for all m. The natural projections induce homomorphisms

lim
←−

G/Gβ(m) → lim
←−

G/G′
α(m) → lim

←−
G/Gm.

It is easy to see that this composition is an isomorphism, and for the same
reason lim

←−
G/G′

α(n)
∼= lim
←−

G/G′
n.

We now apply homological methods to the study of inverse systems. Let
A : A0 ← A1 ← · · · and B : B0 ← B1 ← · · · be inverse systems. A homo-
morphism φ : A → B of inverse systems is a collection of homomorphisms
φn : An → Bn such that each diagram

An−1
φn−1
−−−−→ Bn−1x

x

An
φn
−−−−→ Bn

(∗)

commutes. In the obvious way such a homomorphism induces a homomor-
phism φ̂ : lim

←−
An → lim

←−
Bn, and it is easy to see that passage to the inverse

limit is a covariant functor from the category of inverse systems to the category
of groups.

The inverse system A is surjective if each homomorphism An → An−1 is
surjective, in which case the natural homomorphism lim←−An → Am is surjective
for each m.

Proposition E2.3. Passage to inverse limits is a left exact functor: if 0 →
A→ B → C → 0 is an exact sequence of inverse systems, then

0→ lim
←−

An → lim
←−

Bn → lim
←−

Cn

is exact. If A is surjective, then

0→ lim←−An → lim←−Bn → lim←−Cn → 0

is exact.
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Proof. Let Ã =
∏
nAn. Denote the homomorphism An → An−1 by θnn−1,

and let dA : Ã → Ã be the homomorphism with nth component dAn (a) =
an − θ

n+1
n (an+1). Define B̃, dB , C̃, and dC similarly. There is a diagram

0→ Ã → B̃ → C̃ → 0

0→ Ã

dA ❄
→ B̃

dB ❄
→ C̃

dC ❄
→ 0

that commutes because each diagram (∗) commutes. The snake lemma gives
an exact sequence

0→ Ker dA → Ker dB → Ker dC → Coker dA → Coker dB → Coker dC .

(The sequence given by Lemma B1.3 is supplemented here with the observa-
tion that Ker dA → Ker dB is injective because it is the restriction of Ã→ B̃ to
Ker dA.) Since Ker dA = lim

←−
An, and similarly for B and C, the first assertion

follows.
Supposing now that A is surjective, we need to show that Coker dA = 0,

i.e., dA is surjective. Concretely, for a given x ∈ Ã we need to find a ∈ Ã such
that xn− an = θn+1

n (an+1) for all n. Since A is surjective, for any choice of a0
a solution of this system of equations can be constructed inductively.

Corollary E2.4. Suppose that 0 → G′ → G → G′′ → 0 is exact. For each n
let G′

n be the preimage of Gn in G′, and let G′′
n be the image of Gn in G′′. Let

Ĝ′ = lim
←−

G′/G′
n and Ĝ′′ = lim

←−
G′′/G′′

n. Then the sequence

0→ Ĝ′ → Ĝ→ Ĝ′′ → 0

is exact.

Proof. We first show that for each n, the sequence 0 → G′/G′
n → G/Gn →

G′′/G′′
n → 0 is exact. Clearly G′/G′

n → G/Gn is injective, G/Gn → G′′/G′′
n is

surjective, and their composition is zero. If an element g +Gn of G/Gn goes
to zero in G′′/G′′

n, then the image of g is in G′′
n, and is consequently equal to

the image of some g̃ ∈ Gn. Since g − g̃ maps to zero, it is the image of some
g′ ∈ G′, and the image of g′ +G′

n in G/Gn is g +Gn.
For each n the diagram

0→ G′/G′
n+1

✲ G/Gn+1
✲ G′′/G′′

n+1→ 0

0→ G′/G′
n

❄
✲ G/Gn

❄
✲ G′′/G′′

n

❄
→ 0

commutes, obviously. The inverse system 0 ← G′/G′
1 ← G′/G′

2 ← · · · is
surjective, so the claim follows from the last result.

Corollary E2.5. If Gn ⊂ G
′ for some n, then Ĝ/Ĝ′ ∼= G/G′.

Proof. The last result gives Ĝ/Ĝ′ ∼= Ĝ′′, and Ĝ′′ = lim←−(G/Gn)/(G
′/Gn) =

G/G′.
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E3 The Associated Graded Group

Let (Gn) be a filtration of G. We now turn our attention to the associated
graded group

G(G) = ⊕∞
n=0 Gn/Gn+1.

Suppose H is a second group with filtration (Hn). A filtered homomorphism
from G to H is a homomorphism φ : G → H such that φ(Gn) ⊂ Hn for all
n. Let G(φ) : G(G) → G(H) be the graded homomorphism with compo-
nent homomorphisms Gn(φ) : Gn/Gn+1 → Hn/Hn+1 given by gn + Gn+1 7→
φ(gn) +Hn+1. Simple verifications demonstrate that we can understand G(·)
as a covariant functor from the category of filtered groups and filtered homo-
morphisms to the category of graded groups and graded homomorphisms.

There is no clear or obvious relationship between G(G) and Ĝ. Neverthe-
less there is two interesting implications.

Lemma E3.1. If G and H have filtrations (Gn) and (Hn) and φ : G→ H is
a filtered homomorphism, then:

(a) if G(φ) is injective, then φ̂ is injective;

(b) if G(φ) is surjective, then φ̂ is surjective.

Proof. For each n there is diagram

0→ Gn/Gn+1
✲ G/Gn+1

✲ G/Gn → 0

0→ Hn/Hn+1

Gn(φ)
❄

✲ H/Hn+1

φn+1
❄

✲ H/Hn

φn
❄

→ 0

which commutes and has exact rows. Applying the snake lemma (Lemma
B1.3) gives an exact sequence

KerGn(φ)→ Kerφn+1 → Kerφn → CokerGn(φ)→ Coker φn+1 → Cokerφn.

Since G/G0 = 0 = H/H0, φ0 has null kernel and cokernel. If G(φ) is injective,
then the first half of this sequence implies (by induction) that Kerφn = 0 for
all n. Since Ĝ is a subgroup of

∏∞
n=0G/Gn it follows that φ̂ is injective.

If G(φ) is surjective, then the second half of the sequence implies that
Cokerφn = 0 for all n. Thus the rows of the diagram

0→ Kerφn+1
✲ G/Gn+1

φn+1✲ H/Hn+1 → 0

0→ Kerφn
❄

✲ G/Gn

❄ φn ✲ H/Hn

❄
→ 0
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are exact. This diagram commutes because the diagram above commutes and
the left hand vertical map is the restriction of the central vertical map. In
addition, since Coker φn = 0, the sequence above implies that Kerφn+1 →
Kerφn is surjective. Therefore (b) follows from Proposition E2.3.

E4 Derived Graded Rings

A graded ring is a graded group S = ⊕n≥0 Sn that is also a ring, with the
multiplication satisfying SmSn ⊂ Sm+n for all m,n ≥ 0. Elements of Sn are
said to be homogeneous of degree n. Since S0 is closed under addition and
multiplication, it is a subring. Let S+ = ⊕n≥1Sn. Evidently S+ is an ideal,
and S0 ∼= S/S+.

Let R be an ungraded ring, and let I be an ideal. Then (In) is a filtration,
so there is a derived graded ring

GI(R) = ⊕n≥0 I
n/In+1,

which is a specific instance of the derived group G(G) seen in the last section.
Another derived graded ring is

R∗ = ⊕n≥0 I
n.

Our agenda in this section is to study when these derived rings are Noetherian.
We begin with a generalization of the Hilbert basis theorem.

Proposition E4.1. A graded ring S = ⊕n≥0 Sn is Noetherian if and only S0
is Noetherian and S is finitely generated as an S0-algebra.

Proof. First suppose that S0 is Noetherian and S is finitely generated as an
S0-algebra, say S = S0[x1, . . . , xr]. Of course S0[X1, . . . ,Xr] is Noetherian
(Hilbert basis theorem) and the image of a surjective ring homomorphism is
Noetherian if the domain is Noetherian. There is an obvious such surjection
from S0[X1, . . . ,Xn] to S, so S is Noetherian.

Now suppose that S is Noetherian. Then S0 ∼= S/S+ is Noetherian.

Let x1, . . . , xr be a system of generators for the ideal S+, and let S′ =
S0[x1, . . . , xr]. We will show, by induction, that Sn ⊂ S′ for all n. This is
obviously the case for n = 0. Each xi is a sum of homogeneous elements of
degree ≥ 1, and may be replaced by them in the list of generators, so we may
assume that each xi is homogeneous, say of degree di ≥ 1. Then any element
of Sn has the form a1x1 + · · · + arxr where each ai is homogeneous of degree
n− di. By induction, each ai is in S

′, so a1x1 + · · ·+ arxr ∈ S
′.

There are now two results concerning GI(R) and R
∗ respectively.

Lemma E4.2. If R is Noetherian, then GI(R) is Noetherian.
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Proof. Since R is Noetherian, I is finitely generated, say by x1, . . . , xr, and
R/I is Noetherian. Now (R/I)[X1, . . . ,Xr] is Noetherian by the Hilbert basis
theorem, and there is a surjective homomorphism from this ring to GI(R)
that takes each Xα1

1 · · ·X
αr
r to the image of xα1

1 · · · x
αr
r in Iα/Iα+1, where

α = α1 + · · ·+ αr.

Lemma E4.3. R∗ is Noetherian if and only if R is Noetherian.

Proof. There is a bijection between the ideals J of R and the ideals of R∗

of the form J ⊕ I ⊕ I2 ⊕ · · · , so R is Noetherian if R∗ is Noetherian. If R
is Noetherian and x1, . . . , xn generate I, then they also generate R∗ as an
R-algebra, so R∗ is Noetherian by Proposition E4.1.

E5 Filtered Modules and the Artin-Rees Lemma

Let M be an R-module, and let (Mn) and (M ′
n) be filtrations. If, for each n′,

there is some n such that Mn ⊂ M ′
n′ , and, for each n, there is some n′ such

that M ′
n′ ⊂ Mn, then the two filtrations induce the same Krull topology on

M , and Lemma E2.2 implies that the two completions are isomorphic. We will
be interested in a stronger condition: the filtrations have bounded difference
if there is a nonnegative integer n0 such that Mn+n0 ⊂M

′
n and M ′

n+n0
⊂Mn

for all n.
In general, if S = ⊕n≥0Sn is a graded ring, a graded S-module is an S

module N = ⊕n≥0Nn such that SmNn ⊂ Nm+n for all m and n. Fix an ideal
I. The filtration (Mn) is an I-filtration if IMn ⊂Mn+1 for all n. If this is the
case, then M∗ = ⊕n≥0Mn is a graded R∗-module with scalar multiplication

(r0, r1, . . .)(m0,m1, . . .) = (r0m0, r0m1 + r1m0, . . .).

An I-filtration (Mn) is stable if IMn =Mn+1 for all sufficiently large n.

Lemma E5.1. If R is Noetherian, I is an ideal, M is a finitely generated
R-module, and (Mn) is an I-filtration, then M∗ is finitely generated as an
R∗-module if and only if (Mn) is stable.

Proof. For each n ≥ 0 let

M∗
n =M0 ⊗ · · · ⊗Mn ⊗ IMn ⊗ I

2Mn ⊗ · · · .

This is a submodule of M∗ that is finitely generated because M0 ⊗ · · · ⊗Mn

is a finitely generated R-module. The M∗
n are an increasing sequence whose

union is M∗, and M∗ is finitely generated as an R∗-module if and only if the
sequence stabilizes, i.e., there is some n0 such that M∗

n0
=M∗, which is to say

that Mn0+i = IiMn0 for all i ≥ 0.

Lemma E5.2. If (Mn) and (M ′
n) are both stable I-filtrations of M , then they

have bounded difference.
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Proof. Since having bounded difference is an equivalence relation, it suffices
to prove the claim when M ′

n = InM . We have InM ⊂ Mn by induction:
In+1M = I(InM) ⊂ IMn ⊂ Mn+1. If IMn = Mn+1 for all n ≥ n0, then
Mn+n0 ⊂ I

nM for all n.

We now have some rather famous results.

Theorem E5.3 (Artin-Rees Lemma). If R is Noetherian, M is a finitely
generated R-module, (Mn) is a stable I-filtration of M , and M ′ is a submodule
of M , then (M ′ ∩Mn) is a stable I-filtration of M ′.

Proof. Since I(M ′∩Mn) = IM ′∩ IMn ⊂M
′∩Mn+1 for each n, (M ′∩Mn) is

an I-filtration of M ′. Therefore M ′∗ = ⊕n≥0M
′ ∩Mn is a submodule of M∗.

Since (Mn) is stable, Lemma E5.1 implies that M∗ is finitely generated, so
M ′∗ is finitely generated, and a second application of Lemma E5.1 gives the
desired conclusion.

Since (InM ′) is automatically a stable I-filtration of M ′, the last result
and Lemma E5.2 give:

Corollary E5.4. If R is Noetherian, M is a finitely generated R-module,
(Mn) is a stable I-filtration of M , and M ′ is a submodule of M , then (InM ′)
and (M ′ ∩Mn) have bounded difference.

Theorem E5.5 (Krull Intersection Theorem). If R is Noetherian and M is a
finitely generated R-module, then there is r ∈ I such that (1− r)

⋂∞
n=0 I

nM =
0. If R is either a local ring or an integral domain, then

⋂∞
n=0 I

n = 0.

Proof. We apply the Artin-Rees lemma withMn = InM andM ′ =
⋂∞
n=0 I

nM ,
finding that (M ′∩Mn) is stable, soM

′ =M ′∩In+1M = I(M ′∩InM) = IM ′,
for large n. Now Corollary A3.2 gives the desired r.

For the second assertion we apply the first withM = R. Since I is proper,
r 6= 1, and the claim follows immediately if R is an integral domain. If R is
a local ring, then I is contained in the maximal ideal, so 1 − r is not in the
maximal ideal and is consequently a unit.

Corollary E5.6. If R is Noetherian and local and GI(R) is an integral do-
main, then R is an integral domain.

Proof. For r ∈ R let ι(r) ∈ GI(R) be the image of r in Gn = In/In+1 if n
is the largest integer such that r ∈ In, and let ι(r) = 0 if there is no such
n. Proposition E5.5 implies that ι−1(0) = 0. Suppose that 0 6= r, s ∈ R.
Then 0 6= ι(r) ∈ Gm and 0 6= ι(s) ∈ Gn for some m and n. Since GI(R) is an
integral domain, ι(r)ι(s) 6= 0, but ι(r)ι(s) is the image of rs in Im+n\Im+n+1,
so rs 6= 0.
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Let (Mn) be an I-filtration ofM . Recall that G(M) = ⊕n≥0Gn(M) where
Gn(M) =Mn/Mn+1. The scalar multiplication

(iℓ + Iℓ+1)(mn +Mn+1) = iℓmn +Mℓ+n+1

(where iℓ ∈ I
ℓ and mn ∈Mn) is easily seen to be independent of the choice of

representatives, and makes G(M) into a graded G(R)-module.

Lemma E5.7. If R is Noetherian, M is a finitely generated R-module, and
(Mn) is a stable I-filtration, then G(M) is a finitely generated G(R)-module.

Proof. Each Gn(M) = Mn/Mn+1 is finitely generated as an R module, and
it is annihilated by I, so it may be understood as a finitely generated R/I-
module. There is an n0 such that Mn0+r = IrMn0 for all r ≥ 0, so G(M)
is generated as a G(R)-module by ⊕n0

n=0Gn(M). Now ⊕n0
n=0Gn(M) is finitely

generated as an R/I-module, and R/I = G0(R), so G(M) is finitely generated
as a G(R)-module.

E6 Completions of Rings and Modules

Now that some required tools have been developed, we turn to the more
specific types of completions we are interested in. Let I be an ideal of R. The
Krull topology induced by the filtration R ⊂ I ⊂ I2 ⊃ · · · is called the I-adic
topology. We have seen the completion of R with respect to this topology is a
ring R̂ that is isomorphic to lim←−R/I

n and whose multiplication is continuous
(Lemma E1.10).

More generally, recall that if M is an R-module, then the completion M̂
of M is an R̂-module that is isomorphic to lim←−M/InM . If R is Noetherian,
then for finitely generated R-modules the I-adic completion functor is exact:

Lemma E6.1. If 0 → M ′ i✲ M
p✲ M ′′ → 0 is an exact sequence of

R-modules, then M̂ → M̂ ′′ → 0 is an exact sequence of R̂-modules. If, in
addition, R is Noetherian and M is finitely generated, then 0→ M̂ ′ → M̂ →
M̂ ′′ → 0 is exact.

Proof. Let An = M ′/i−1(InM), Bn = M/InM , and Cn = M ′′/p(InM),
regarded as inverse systems. Since the first of these is surjective, Proposition
E2.3 implies that

0→ lim
←−

An → lim
←−

Bn → lim
←−

Cn → 0

is exact. We have lim
←−

Bn = M̂ and lim
←−

Cn = M̂ ′′ because p(InM) = Inp(M) =
InM ′′, which establishes the first assertion.

Now suppose that R is Noetherian. Regarding M ′ as a submodule of M ,
Theorem E5.3 implies that (M ′ ∩ InM) is a stable I-filtration of M ′, after
which Lemma E5.2 implies that the filtrations (M ′ ∩ InM) and (InM ′) have
bounded difference. In view of Lemma E2.2, lim←−An = M̂ ′.
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Let ιR,I : R→ R̂ and ιM,I :M → M̂ be the natural homomorphisms. This

first of these makes R̂ into an R-algebra, so there is an R̂-module R̂ ⊗R M ,
and ιM,I induces a map R̂ ⊗R M → R̂ ⊗R M̂ . In turn ιR,I induces a map

R̂⊗R M̂ → R̂⊗R̂ M̂ = M̂ .

Proposition E6.2. If M is finitely generated, the composition

R̂⊗RM → R̂⊗R M̂ → R̂⊗R̂ M̂ = M̂

is surjective. If, in addition, R is Noetherian, then this composition is an
isomorphism.

Proof. First consider an R-module homomorphism M → N . The first square
in the diagram

R̂⊗RM ✲ R̂⊗R M̂ ✲ R̂⊗R̂ M̂

R̂⊗R N

❄
✲ R̂⊗R N̂

❄
✲ R̂⊗R̂ N̂ .

❄

commutes because the maps ιM,I constitute a natural transformation (Lemma
E1.7). To see that the second square commutes consider that for r̂ ⊗R m̂ the
two paths around the square are, by definition,

r̂ ⊗R m̂→ r̂ ⊗R̂ m̂→ r̂ ⊗R̂ f̂(m̂) and r̂ ⊗R m̂→ r̂ ⊗R f̂(m̂)→ r̂ ⊗R̂ f̂(m̂).

Insofar as M is finitely generated, there is an exact sequence 0 → K →
F →M → 0 where F = Rn for some n. There is a diagram

R̂⊗R K ✲ R̂⊗R F ✲ R̂⊗RM ✲ 0

0 ✲ K̂

α ❄
✲ F̂

β ❄
✲ M̂

γ ❄
✲ 0

that commutes by virtue of the argument above. The top row is exact because
R̂ ⊗R – is a right exact functor, and the last result implies that F̂ → M̂ →
0 is exact. The composition R̂ ⊗R R → R̂ ⊗R R̂ → R̂ ⊗R̂ R̂ = R̂ takes
r̂ ⊗R r = r̂r ⊗R 1 to r̂r. Since it is the n-fold cartesian product of this, β is
an isomorphism. Consequently γ is surjective.

If R is Noetherian, then the last result implies that the bottom row is
exact. In addition K is finitely generated, so α is surjective by virtue of what
we have established so far. To show that γ is injective, suppose that γ(m̃) = 0,
choose a preimage f̃ in R̂⊗RF , choose a preimage k̂ of β(f̃) in K̂, and choose
a preimage k̃ of k̂ in R̂ ⊗R K. Since the diagram commutes and β is an
isomorphism, f̃ must be the image of k̃, and consequently m̃ = 0.

We are particularly interested in applying the results above to ideals of R,
and to I itself.
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Proposition E6.3. If R is Noetherian and J is an ideal, then:

(a) Ĵ ∼= R̂⊗R J = JR̂;

(b) Ĵn = Ĵn;

(c) if In ⊂ J for some n, then Ĵn/Ĵn+1 ∼= Jn/Jn+1;

(d) Î is contained in the Jacobson radical of R̂.

Proof. Since R is Noetherian, J is finitely generated, so the last result implies
Ĵ ∼= R̂⊗R J , and the definition of the tensor product gives R̂ ⊗R J = JR̂, so
(a) holds. To prove (b) note that (a) allows the computation

Ĵn = JnR̂ = JnR̂n = (JR̂)n = Ĵn.

For (c) there is now Ĵn/Ĵn+1 = Ĵn/Ĵn+1 = Jn/Jn+1, where the second
equality is from Corollary E2.5.

For x̂ ∈ Î consider the sequence of sums 1+ x̂+ · · ·+ x̂n. This is a Cauchy
sequence, and (Proposition E1.8 and Lemma E2.1) R̂ is complete, so it has
a limit ẑ. Because multiplication is continuous we have (1 − x̂)ẑ = 1. More
generally, for any ŷ ∈ R̂ we have x̂ŷ ∈ Î, so 1− x̂ŷ is a unit. Therefore x̂ is in
the Jacobson radical (Proposition A2.11).

Theorem E6.4. If R is Noetherian and local, and R̂ is its m-adic completion,
then R̂ is local with maximal ideal m̂.

Proof. By (c) above we have R̂/m̂ ∼= R/m, so R̂/m̂ is a field and m̂ is maximal.
Now (d) implies that m̂ is contained in the Jacobson radical, and thus in every
maximal ideal, so it is the unique maximal ideal.

E7 Noetherian Completions

Fix an ideal I. The main result in this section is that if R is Noetherian, then
so is its I-adic completion R̂. Due to its implications for complex analysis,
functions of several complex variables, complex algebraic geometry, and p-
adic analysis, this is one of the major contributions of commutative algebra
to mathematics as a whole.

The argument is based on a careful analysis of the derived ring GI(R) =
⊕∞
n=0 I

n/In+1. We have already seen (Lemma E4.2) that this ring is Noethe-
rian whenever R is Noetherian. The following basic fact is an immediate
consequence of Proposition E6.3(c).

Lemma E7.1. If R is Noetherian, then GI(R) and GÎ(R̂) are isomorphic as
graded rings.

The bulk of the section’s work goes into proving the following.
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Proposition E7.2. Suppose that R is complete in the I-adic topology and M
is an R-module with I-filtration (Mn) such that

⋂
nMn = {0}. (That is, the

Krull topology of the filtration is Hausdorff.)

(a) If G(M) is a finitely generated GI(R)-module, then M is a finitely gen-
erated R-module.

(b) If G(M) is a Noetherian GI(R)-module, then M is a Noetherian R-
module.

We first explain how this implies the desired result.

Theorem E7.3. If R is Noetherian, then R̂ is Noetherian.

Proof. By Lemma E4.2 GI(R) is Noetherian, so GÎ(R̂) is Noetherian because

it is isomorphic to GI(R). Since R̂ is Hausdorff (Lemma E1.6)
⋂
În = 0. The

desired conclusion is obtained from Proposition E7.2(b) with R̂ in place of R
and M .

Proof of Proposition E7.2. Let ξ1, . . . , ξr be a system of generators of G(M).
We can decompose these into their homogeneous components, so we may
assume that each ξi is homogeneous, say of degree n(i), and is consequently
the image in Mn(i)/Mn(i)+1 of some xi ∈ Mn(i). Let F = ⊕ri=1F

i where each
Fi is R. Mapping the generator 1 of each Fi to xi induces a homomorphism
φ : F →M . There is a filtration (Fn) of F with Fn = ⊕ri=1F

i
n, where F

i
n = R

if i ≤ n(i) and F in = In−n(i) if n > n(i). Since (Mn) is an I-filtration, φ is
a filtered homomorphism. If (0, . . . , 1, . . . , 0) has its 1 in the ith component,
then it is contained in Fn(i), and (0, . . . , 1, . . . , 0) +Fn(i)+1 is mapped to ξi by
G(φ). Thus G(φ) is surjective.

That the diagram

F
φ

−−−−→ M

ιF,I

y
yιM

F̂
φ̂

−−−−→ M̂
commutes is a straigthforward consequence of the definitions. The map ιF,I is
the r-fold cartesian product of ιR,I , which is surjective because R is complete.
Thus ιF,I is surjective. Since G(φ) is surjective, Lemma E3.1(b) implies that

φ̂ is surjective. The assumption that
⋂
nMn = {0} implies (Lemma E1.3)

that ιM is injective. We can now conclude that φ is a surjection, so x1, . . . , xr
generate M as an R-module.

To prove (b) it suffices (Lemma A4.1) to show that a given submoduleM ′

is finitely generated. We accomplish this by verifying that M ′ satisfies the
hypotheses of part (a). Setting M ′

n =M ′ ∩Mn defines an I-filtration (M ′
n) of

M ′, and
⋂
M ′
n ⊂

⋂
Mn = 0. The inclusions M ′

n ⊂ Mn give rise to injections
M ′
n/M

′
n+1 → Mn/Mn+1, and thus to an injection G(M ′) → G(M). Since

G(M) is Noetherian, G(M ′) is finitely generated.



Chapter F

Initial Perspectives on Dimension

Once one advances beyond linear algebra, for many fields of mathematics
dimension is a concept that is simultaneously fundamental and complex. For
example, it is possible to understand the advances in topology related to the
Brouwer fixed point theorem, invariance of domain, the Jordan curve theorem,
and so on, as coming from a conceptual breakthrough that was ultimately a
matter of finding the correct machinery for expressing dimension in the context
of the concepts that eventually evolved into algebraic topology.

Algebraic geometry studies objects that are less general, and more struc-
tured, than those studied in topology or differential geometry. For this reason
one should expect that the notions related to dimension appearing in related
fields will still be relevant in algebraic geometry, and that entirely new per-
spectives may also become available. Relatedly, we should emphasize at the
outset that the study of dimension in commutative algebra and algebraic ge-
ometry is not a matter of finding the one true and correct definition, then
pursuing its properties and consequences. Instead, there are many definitions
that express intutions concerning aspects of dimension, and the analytic sub-
stance of the theory is in large part a matter of showing that they relate to
each other as expected in the settings of interest.

This chapter begins our study of dimension by laying out that portion
of the theory that does not depend on “heavy” homological methods. This
distinction is not entirely precise—some elementary aspects do creep into the
discussion—but in the subsequent chapters the deeper aspects of homological
algebra will be applied frequently.

F1 Two Basic Definitions

Dimension is a local property. That is, an affine variety has a dimension at
each of its points, which is the dimension of arbitrarily small neighborhoods
of the point. The dimension of the variety is then the maximum of these local
dimensions.

As before, and throughout the remainder, we work with a fixed commuta-
tive ring with unit R. In principle the dimension of a variety at a point should
be a property of the local ring of the variety at that point, and consequently
many of the definitions and results in dimension theory concern local rings.
We remind the reader of our convention concerning local rings: whenever R

165
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is local, it is automatically the case that m is its maximal ideal and k = R/m
is its residue field.

There is a basic point that will come up repeatedly. Suppose that R is local
and Q is an ideal. If m is minimal over Q, then rad(Q) = m, because rad(Q)
is the intersection of the ideals that are minimal over Q. In turn Proposition
A12.5 implies that any ideal Q such that rad(Q) = m is m-primary, and of
course if Q is m-primary, then rad(Q) = m, so that m is minimal over Q. In
short, m is a minimal prime over Q if and only if rad(Q) = m if and only if Q
is m-primary.

For any R, the Krull dimension of R, denoted by dimR, is the maximal
length n of a chain of prime ideals P0 ⊃ · · · ⊃ Pn. Insofar as the alge-
braic variety associated with a prime ideal of K[X1, . . . ,Xn] is irreducible,
this definition is based on the idea that passing to a proper subvariety of an
irreducible variety reduces dimension by at least one, and that it is always
possible to find a subvariety of codimension one. The codimension codimP
of a prime ideal P is the supremum of the lengths of chains of prime ideals
P0 ⊂ P1 ⊂ · · · ⊂ Pn = P . In view of the bijection between prime ideals of RP
and prime ideals of R contained in P (Proposition A5.6) codimP = dimRP .
In particular, if R is local, then the codimension of m is dimR. The codimen-
sion of an arbitrary ideal I is the minimum of the codimensions of the primes
containing I.

A different perspective on dimension comes from the intuition that the
dimension of a space can be understood in terms of the number of “coor-
dinates” required to specify a point. If the ideal (x1, . . . , xs) generated by
x1, . . . , xs ∈ R is m-primary, then x1, . . . , xs is said to be a system of param-
eters for R. Let δ(R) be the minimal number of elements of such a system.
We will now show that δ(R) ≤ dimR.

The induction step in the proof of our target result is perhaps best viewed
in isolation.

Lemma F1.1. Suppose R is Noetherian and local, and I is an ideal that is
contained in a prime other than m. Then there is x such that the ideal J
generated by I and x is proper, and the least codimension of a prime that
is minimal over J is greater than the least codimension of a prime that is
minimal over I.

Proof. By Propositions A2.5 and A4.10 the set {P1, . . . , Pr} of primes that are
minimal over I is nonempty and finite. By hypothesis m is not one of them,
so prime avoidance gives an x ∈ m \

⋃r
j=1 Pj . The ideal J generated by I and

x is proper because it is contained in m. Any prime that is minimal over J
properly contains a prime P that is minimal over I, and its codimension is
greater than the codimension of P .

Proposition F1.2. If R is Noetherian and local, then δ(R) ≤ dim R.
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Proof. Applying the last result inductively, there are x1, . . . , xs such that m

is minimal over (x1, . . . , xs) and s ≤ codimm = dimR.

Actually δ(R) = dimR, but proving that δ(R) ≥ dimR will be much
harder. There is a third number measuring the dimension of R, the degree
d(R) of the Hilbert polynomial, that will be defined and analyzed over the
course of the next several sections, and we will see that δ(R) ≥ d(R) and
d(R) ≥ dimR. If we view k[X1, . . . ,Xr] as a graded ring, then the dimension
of the vector space of homogeneous polynomials of degree n is a polyomial
function of n of degree r−1, and we may think of such a polynomial as deter-
mining a hypersurface in (r−1)-dimensional projective space. The coordinate
ring of a projective variety is k[X1, . . . ,Xr]/I, where I is a homogeneous ideal.
It is also a graded ring S = ⊕nSn, and each Sn is a vector space. One may
suspect that the rate of growth of the dimension of Sn measures the dimension
of the variety, and the theory of the Hilbert polynomial validates this guess.
In this case, and much more generally, the dimension of Sn agrees with a
polynomial function of n when n is large, and the degree of this polynomial is
the measure of dimension, which becomes d(R) in the context of a local ring
R.

If the minimal number δ(R) of generators of an m-primary ideal is a good
measure of the dimension of a local ring R with maximal ideal m, what about
the minimal number of elements required to generate m itself? A local ring R
is regular if m can be generated by dimR elements. This turns out to be an
extremely important concept because regularity of the local ring of a point in
a variety is the correct indicator, in the widest range of settings, of whether
the point is nonsingular. (The terms “smooth,” “simple,” and “regular” are
also used to describe such points.) Regular local rings will be one of our main
concerns throughout the remainder. Later in this chapter we describe certain
aspects of the theory that do not require heavy homological algebra.

The equation x2 + y2 = z defines a 2-dimensional subset of R3, and when
we add the additional equation z = 0 the dimension collapses to zero. Such
perversities should not arise when working over an algebraically complete field:
adding one more equation should reduce the dimension by at most one. Per-
haps the main result fulfilling this intuition is the Krull principle ideal theorem,
which asserts that if R is Noetherian, x1, . . . , xs ∈ R, and P is minimal over
(x1, . . . , xs), then codimP ≤ s. Geometrically, any of the irreducible compo-
nents of the algebraic variety defined by s equations has codimension at most
s. In this chapter’s final section we present this result and a few of its simpler
consequences.

F2 The Hilbert-Poincaré Series

The Hilbert-Poincaré series is a technical device which provides quite a bit of
important information. Its main properties are its primary motivation, and
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before these have been established there is not much to say.

Let R = ⊕n≥0Rn be a Noetherian graded ring with R0 Artinian. Let C be
a class of R0-modules that contains every submodule of any of its elements,
and every quotient of any of its elements by a submodule. An additive function
for C is a function λ from C to the nonnegative integers that satisfies:

(a) λ(M) = 0 if and only if M ∼= 0, and

(b) λ(M ′) − λ(M) + λ(M ′′) = 0 whenever 0 → M ′ → M → M ′′ → 0 is a
short exact sequence.

Note that setting M ′′ = 0 in (b) shows that λ(M) = λ(M ′) whenever M
and M ′ are isomorphic. That is, λ is really a function defined on a class of
isomorphism classes of R0-modules. Also, condition (b) extends to arbitrary
finite exact sequences:

Lemma F2.1. If 0 → M1 → · · · → Mn → 0 is an exact sequence of R0-
modules, then

∑n
i=1(−1)

iλ(Mi) = 0.

Proof. The cases n = 1 and n = 3 are (a) and (b), and n = 2 was just noted.
Proceeding inductively, let In−1 be the image of Mn−2 → Mn−1. Applying
the induction hypothesis to 0 → M1 → · · · → Mn−2 → In−1 → 0 and (b) to
0→ In−1 →Mn−1 →Mn → 0 gives

n−2∑

i=1

(−1)iλ(Mi) + (−1)n−1λ(In−1) = 0 and λ(In−1)− λ(Mn−1) + λ(Mn) = 0,

from which the result follows easily.

Henceforth C will be the class of finitely generated R0-modules. Since R0

is Artinian, Corollary A14.9 implies that each element of C has finite length.
Of course the length of an R0-module M is zero if and only if M = 0, so
Proposition A13.6 implies that the length is an additive function on C.

From Theorem A14.7 R0 is Noetherian, so Proposition E4.1 implies that R
is generated as an R0-algebra by finitely many generators, and is a Noetherian
R0-module. Each generator is a sum of homogeneous elements, and can be
replaced by these, so the generators may be assumed to be homogeneous.
Replacing any generators in R0 by 1, we find that R is generated by 1 ∈ R0

and homogeneous generators x1, . . . , xs of positive degrees, say k1, . . . , ks.

Let M = ⊕n≥0Mn be a finitely generated graded R-module. Fix a finite
system of generators, which may be assumed to be homogeneous, as above.
Each Ri is a submodule of the Noetherian R0-module R, so it is finitely
generated. For any specification of a finite system of generators for each
Ri, we may think of an element of Mn as an R0-linear combination of the
products of the generators of M and the generators of the Ri for i ≤ n, so
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Mn is a finitely generated R0-module. The Hilbert-Poincaré series ofM (with
respect to λ) is the formal power series

PM (t) =

∞∑

n=1

λ(Mn)t
n.

Theorem F2.2 (Hilbert, Serre). PM (t) = f(t)/
∏s
i=1(1− t

ki) for some poly-
nomial f ∈ Z[t].

Proof. We argue by induction on s. If s = 0, then R = R0, and since M is
finitely generated we have Mn = 0 for large n, so PM (t) ∈ Z[t]. Therefore we
may assume the claim holds when R has s− 1 generators.

Multiplication by xs is an R0-module homomorphism from Mn to Mn+ks .
Letting Ks and Ln+ks be the kernel and cokernel of this map gives an exact
sequence

0→ Kn →Mn
xs✲ Mn+ks → Ln+ks → 0,

and the last result gives

λ(Kn)− λ(Mn) + λ(Mn+ks)− λ(Ln+ks) = 0.

Let K = ⊕n≥0Kn and L = M/xsM . Then L = ⊕n≥0 Ln where Li = Mi

for i = 0, . . . , ks−1. Since K is a submodule of M while L is a quotient of M ,
both are finitely generated R-modules, so PK(t) and PL(t) are well defined.
Multiplying the equation above by tn+ks , summing over n, then adding the
equation

∑ks−1
i=0 (λ(Mi)− λ(Li))t

i = 0, we find that

tksPK(t) + (1− tks)PM (t)− PL(t) = 0.

Since K and L are annihilated by xs, any system of generators for one of these
R-modules also generates it as a R0[x1, . . . , xs−1]-module. Therefore both are
finitely generated R0[x1, . . . , xs−1]-modules, and the claim follows from the
induction hypothesis.

We now extract some information from this construction. Let d(M) be the
order of the pole of PM (t) at t = 1. (Although PM (t) began life as a purely
formal power series, and remained so in the result above and its proof if we
regard 1/(1−tks) as a shorthand for 1+tks+t2ks+ · · · , this result implies that
it converges absolutely and uniformly on compact subdomains of C\{1}, so it
is legitimate to treat it analytically.) Insofar as 1−tki = (1−t)(1+ · · ·+tki−1),
d(M) is s less the order of 1 as a root of f . Therefore d(M) ≤ s.

We would like to show that d(M) ≥ 0 whenM 6= 0. Indeed, all the λ(Mn)
are nonnegative, so from the defining formula for PM (t) we see that PM (1) is
defined only when all but finitely many of them vanish, and PM (1) = 0 occurs
only when they are all zero, which is the case if and only if M = 0. Thus:
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Lemma F2.3. If M 6= 0, then 0 ≤ d(M) ≤ s.

In the case of greatest interest we can say more:

Proposition F2.4. If M 6= 0 and k1 = · · · = ks = 1, then there is a g ∈ Q[t]
of degree d(M)− 1 such that λ(Mn) = g(n) for sufficiently large n.

Proof. The last result implies that λ(Mn) is the coefficient of tn in the power
series expansion of f(t)/(1− t)s. We have f(t)/(1− t)s = f0(t)/(1− t)

d where
d = d(M) and f0 ∈ Z[t] is not divisible by 1− t. Let f0(t) =

∑N
k=0 akt

k.
We are done if d = 0, and for d > 0 there is the formula

(1− t)−d = (1 + t+ t2 + · · · )d =
∞∑

h=0

(
d+ h− 1

d− 1

)
th. (∗)

To see this observe that for each h

(i1, . . . , id)↔ {i1 + 1, i1 + i2 + 2, . . . , i1 + · · ·+ id−1 + d− 1}

is a bijection between the set of d-tuples of nonnegative integers that sum to
h and the set of (d− 1)-element subsets of {1, . . . , h+ d− 1}.

For n ≥ N we have

λ(Mn) = g(n) =

N∑

k=0

αk

(
d+ n− k − 1

d− 1

)
.

Finally observe that each binomial coefficient
(
d+ n− k − 1

d− 1

)
=

(d+ n− k − 1)(d + n− k − 2) · · · (n− k + 1)

(d− 1)!

is a polynomial of degree d − 1 as a function of n. Therefore g is a poly-
nomial function of n, and its degree is d − 1 because its leading term is
(
∑

k αk)n
d−1/(d− 1)!. (Since 1 is not a root of f0,

∑
k αk 6= 0.)

The next result will support the induction step in one of the arguments
later on. Its proof applies the techniques developed above in a slightly different
direction.

Proposition F2.5. If M 6= 0, x ∈ R is homogeneous of degree k ≥ 1, and x
is a nonzerodivisor of M , then d(M/xM) = d(M)− 1.

Proof. If d(M) = 0 thenMn 6= 0 for only finitely many n. For the largest such
n we have xMn = 0 because k > 0, and of course this is impossible. Therefore
d(M) > 0.

We proceed as in the proof of Theorem F2.2: for each n ≥ 0 there is an
exact sequence

0→Mn
x✲ Mn+k → Ln+k → 0.
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(That is, Kn = 0 because x is a nonzerodivisor.) Continuing with the logic of
that argument, we arrive at the equation

(1− tk)PM (t) = PM/xM (t) + g(t)

where g ∈ Z[t]. Since 1− tk = (1− t)(1 + · · ·+ tk−1), the order of the pole of
PM (t) at t = 1 is one more than the order of the pole of PM/xM (t).

F3 The Hilbert Polynomial

Throughout this section R is Noetherian and I is an m-primary ideal for some
maximal ideal m. It will be important that for each n, R/In is Artinian
(Lemmas A14.10 and A14.11). Of course it is also Noetherian.

In this section λ(N) denotes the length of an R-module N of finite length.
Let M be a finitely generated R-module, and let (Mn) be a stable I-filtration.
We will study the lengths of the modules M/Mn.

First of all we must check that each M/Mn has finite length. Since M is
finitely generated, so is M/Mn, and consequently (Proposition A4.6) M/Mn

is Noetherian. Since In ⊂ Ann(M/Mn), M/Mn is in effect an R/In-module.
Since M/Mn is finitely generated and R/In is Artinian, Proposition A4.6 im-
plies that M/Mn is an Artinian R/In-module. Since M/Mn is both Noethe-
rian and Artinian, Proposition A13.3 implies that it has finite length as an
R/In-module, hence also as an R-module.

With finite length established, Lemma A13.5 implies that that the length
of M/Mn is the sum of the lengths of the Mi−1/Mi.

Proposition F3.1. Suppose R is Noetherian, I is m-primary for some max-
imal ideal m, M is a finitely generated R-module, and (Mn) is a stable I-
filtration of M . Fix a system of generators x1, . . . , xs for I. Then there is a
polynomial g ∈ Q[t] of degree at most s− 1, the so-called Hilbert polynomial,
such that λ(Mn/Mn+1) = g(n) for large n.

Much of our earlier work was in preparation for the following argument.

Proof. Since (Mn) is an I-filtration, the length of each Mi−1/Mi as an R-
module is the same as its length as an R/I-module (Lemma A13.4). We work
with the graded ring G(R) = ⊕n≥0 I

n/In+1 and the graded G(R)-module
G(M) = ⊕n≥0Mn/Mn+1. Lemma E4.2 implies that G(R) is Noetherian, and
Lemma E5.7 implies that G(M) is finitely generated. Let x1, . . . , xs be the
images of x1, . . . , xs in I/I

2. Then

G(R) = (R/I)[xs, . . . , xs].

Since R/I is Artinian, Proposition F2.4 (applied to G(M)) implies the claim.
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For large n the length of M/Mn is a polynomial function whose degree is
the degree of g plus one.

Proposition F3.2. Under the hypotheses of the last result, λ(M/Mn) is finite
for all n, and for sufficiently large n, λ(M/Mn) is given by a polynomial f(n)
of degree ≤ s. The degree and leading coefficient of f depend only on M and
I, and not on the particular filtration.

Proof. For g(t) = td, and thus for any g ∈ Z[t] of degree d,
∑n

m=0 g(m) is a
polynomial function of degree d+ 1, so only the final assertion remains to be
verified. Let (M̃n) be a second stable I-filtration ofM , with length(M/M̃n) =
f̃(n) for large n. Lemma E5.2 implies that (Mn) and (M̃n) have bounded
difference, which is to say that there is an r such that Mn+r ⊂ M̃n and
M̃n+r ⊂ Mn for all n. Therefore f(n + r) ≥ f̃(n) and f̃(n + r) ≥ f(n) for
large n. Because f and f̃ are polynomials,

lim
n→∞

f(n)/f(n+ r) = lim
n→∞

f̃(n)/f̃(n+ r) = 1,

so it follows that limn→∞ f(n)/f̃(n) = 1. Therefore f and f̃ have the same
degree and leading coefficient.

Let χMI be the polynomial given by the last result for the particular I-
filtration (InM). We are mainly interested in the case M = R, and we write
χI in place of χRI . This is the characteristic polynomial of the m-primary ideal
I.

Proposition F3.3. For any m-primary ideal I, χI has the same degree as
χm.

Proof. Since m ⊃ I ⊃ mr for some r, χm(n) ≤ χI(n) ≤ χmr(n) = χm(rn) for
large n, which is impossible if χI and χm have different degrees.

Let d(R) be the degree of χm. Combining the results to this point, d(R)
is the order of the pole at t = 1 of the Hilbert function

PR(t) =

∞∑

n=0

λ(mn/mn+1)tn

of Gm(R) = ⊕nGm,n(R) where Gm,n(R) = mn/mn+1.
Partly to illustrate these ideas, but also because it is important in itself, we

consider the particular case of R = R0[X1, . . . ,Xm], where R0 is an Artinian
ring. Here mn/mn+1 is the free R0-module generated by the monomials of
degree n, of which there are

(n+m−1
n−1

)
. (Recall the argument in the proof of

Proposition F2.4.) Applying (∗) gives

PR(t) =
∞∑

n=1

length(R0)

(
n+m− 1

n− 1

)
tn = length(R0)(1− t)

−m.

We conclude that:
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Proposition F3.4. If R0 is Artinian, then d(R0[X1, . . . ,Xm]) = m.

F4 The Dimension of a Local Ring

We now assume that R is local. Our main goal in this section is to show that

d(R) = δ(R) = dimR.

From Proposition F1.2 we know that dimR ≥ δ(R). In addition, Propositions
F3.2 and F3.3 imply that:

Proposition F4.1. δ(R) ≥ d(R).

The next result provides the technical basis of the comparison of d(R) and
dimR.

Proposition F4.2. If M is a finitely generated R-module and x is a nonze-

rodivisor of M , then deg χ
M/xM
I ≤ deg χMI − 1.

Proof. Let N = xM and M ′ =M/N , and for each n let Nn = N ∩ InM . The
Artin-Rees lemma (Theorem E5.3) implies that (Nn) is a stable I-filtration of
N . Therefore Proposition F3.2 gives a χN(Nn) ∈ Q[t] such that the length of

N/Nn is χN(Nn)(n) for sufficiently large n.

We claim that there is an exact sequence

0→ N/Nn →M/InM →M ′/InM ′ → 0.

To see this first observe that N/Nn = N/(N ∩ InM) = (N + InM)/InM by
Lemma A1.2. Now we compute that

M/InM

N/Nn
=

M/InM

(N + InM)/InM
=

M

N + InM
=

M/N

(N + InM)/N
=

M ′

InM ′
.

(Here the second and third equalities are applications of Lemma A1.1.)

Applied to the exact sequence above, Lemma A13.6 yields

χN(Nn)(n)− χ
M
I (n) + χM

′

I (n) = 0

for large n. As the image of an injective homomorphism with domain M ,
N ∼= M . Therefore Proposition F3.2 implies that χN(Nn) and χMI have the
same leading term, and the claim follows from this.

Proposition F4.3. d(R) ≥ dimR.
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Proof. We argue by induction on d = d(R). If d = 0, then χm is a constant,
which is equal to length(R/mn) for large n. Consequently mn/mn+1 = 0 for
large n. That is, m · mn = mn, so Nakayama’s lemma implies that mn = 0.
Therefore (0) is m-primary, soR is Artinian (Lemma A14.11) and consequently
dimR = 0 by Theorem A14.7. Thus we may suppose that d > 0, and that
the result has been established for smaller d.

Let P0 ⊂ P1 ⊂ · · · ⊂ Pr be a chain of prime ideals in R. Let R′ = R/P0,
choose x ∈ P1 \P0, and let x′ be the image of x in R′. Let m′ be the maximal
ideal of R′. For each n the map R → R′ induces a surjective homomorphism
R/mn → R′/m′n, so the length of R′/m′n is not greater than the length R/mn.
It follows that d(R′) ≤ d(R).

Since R′ an integral domain, x is not a zerodivisor, and R′ is local, so
the last result gives d(R′/(x′)) ≤ d(R′)− 1. In particular, d(R′/(x′)) < d, so
the induction hypothesis implies that the dimR′/(x′) ≤ d − 1. However, the
images of P1 ⊂ · · · ⊂ Pr in R′/(x′) (which are distinct, because their images
in R/P1 are distinct) constitute a chain of length r − 1, so r ≤ d. Since this
is true for any chain P0 ⊂ P1 ⊂ · · · ⊂ Pr in R, dimR ≤ d.

We summarize the main conclusions of the last several sections, which
follow from Propositions F1.2, F4.1, and F4.3.

Theorem F4.4. If R is Noetherian and local, then dimR = d(R) = δ(R),
where these integers are, respectively:

(a) the maximum length of a chain of prime ideals in R;

(b) the degree of the characteristic polynomial χm;

(c) the minimal number of elements of a system of parameters.

The analysis above has several easily derived consequences that are worth
noting. Putting M = R in Proposition F4.2 yields:

Corollary F4.5. If x is a nonzerodivisor of R, then d(R/(x)) ≤ d(R)− 1.

In its proof we took some care to avoid assuming the following consequence
of Proposition F4.3.

Corollary F4.6. dimR <∞.

If R is any ring and P is a prime ideal, then RP is local, of course, and if
R is Noetherian, then so is RP . Therefore:

Corollary F4.7. If R is Noetherian and P is a prime, then dimRP < ∞.
Consequently the primes in a Noetherian ring satisfy the descending chain
condition.
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Corollary F4.8. If R is Noetherian and local, and R̂ is the m-adic completion
of R, then dim R̂ = dimR.

Proof. Proposition E6.3(c) implies that m̂n/m̂n+1 ∼= mn/mn+1 for each n. The
length of m̂n/m̂n+1 as an R̂-module is the same as its length as a R̂/m̂-module,
the length of mn/mn+1 as an R-module is the same as its length as a R/m-
module, and R̂/m̂ ∼= k ∼= R/m by Proposition E6.3. Therefore χm̂ = χm.

Corollary F4.9. If R is Noetherian and local, and I is an m-primary ideal,
then dimGI(R) = dimR.

Proof. Lemma E4.2 implies that GI(R) is Noetherian, and

mI = m/I ⊕ I/I2 ⊕ I2/I3 ⊕ · · ·

is its unique maximal ideal (it is an ideal, and all elements outside of it are
units) so GI(R) is local. In view of Theorem F4.4 it suffices to prove that
δ(GI(R)) = δ(R).

Fix x1, . . . , xs ∈ R, and for each i = 1, . . . , s let x̃i be the image of xi
in Ini/Ini+1, where ni is the largest integer such that xi ∈ Ini . Then the
ideal J generated by x1, . . . , xs is m-primary if and only if In ⊂ J for all large
n, which is true if and only if the ideal JI generated by x̃1, . . . , x̃n contains
In/In+1 for all large n, which is the case if and only if JI is mI -primary.

Corollary F4.10. If R is Noetherian and local, then dimR ≤ dimk m/m
2.

Proof. If the images of x1, . . . , xs ∈ m in m/m2 are a basis of this vector space
over k, then x1, . . . , xs generate m, by Proposition A2.15, and consequently
s ≥ δ(R).

Corollary F4.11. If R is Noetherian, x1, . . . , xr ∈ R, and P is a prime that
is minimal over (x1, . . . , xr), then codimP ≤ r.

Proof. The image of (x1, . . . , xr) in RP is PP -primary, so r ≥ dimRP =
codimP .

Corollary F4.12. If R is Noetherian and local, and x ∈ m is not a zerodivi-
sor, then dimR/(x) = dimR− 1.

Proof. Let d = dimR/(x). Combining Corollary F4.5 and the main result
above gives d ≤ d(R) − 1 = dimR − 1. On the other hand, let x1, . . . , xd be
elements of m whose images in R/(x) generate an m/(x)-primary ideal. Then
(x1, . . . , xd, x) is an m-primary ideal, so d+ 1 ≥ dimR.
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F5 Regular Local Rings

As we mentioned earlier, if R is Noetherian and local, it is regular if the
minimal number of generators ofm is the minimal number δ(R) of elements of a
system of parameters. A major event in the history of algebraic geometry was
the recognition by Zariski (1947) that regularity of the local ring of an algebraic
variety at a point is, in general, the correct measure of whether the point is
“smooth” or “simple.” Intuitively this means that a neighborhood of the
point is the set of simultaneous solutions of a number of polynomial equations
equal to the codimension of the variety at the point, with the derivatives of
these equations being linearly independent at the point, as per the implicit
function theorem. Since Zariski’s paper regular local rings have been critically
important in algebraic geometry and commutative algebra. They have many
nice properties; here we will see that a regular local ring is an integral domain,
and eventually we will establish the famous theorem of Nagata and Auslander-
Buchsbaum asserting that a regular local ring is a UFD.

The main result below gives conditions that are equivalent to regularity.
Its proof depends on a technical result, which in turn depends on the following
fact.

Lemma F5.1. If a polynomial f ∈ R[X1, . . . ,Xn] is a zerodivisor, then it is
annihilated by some a ∈ R.

Proof. Using exponent vector notation, let f =
∑

e aeX
e, and suppose that

fg = 0 where g =
∑

e beX
e. Let the supports of f and g be Sf = { e : ae 6= 0 }

and Sg = { e : be 6= 0 }. The claim follows if we can show that Sg has a single
element, so we may assume that it has more than one, and that there is no g′

with fg′ = 0 that has a smaller support.

Let S′
f = { e ∈ Sf : aeg 6= 0 }. If S′

f = ∅, then aebe′ = 0 for all e ∈ Sf and
e′ ∈ Sg, so that for any e′ ∈ Sg, be′ annihilates f , as desired. Therefore we
may assume that S′

f is nonempty. Let f ′ =
∑

e∈S′
f
aeX

e.

Let p ∈ Rn be a vector such that 〈p, e〉 6= 0 for all nonzero e ∈ Zn.
(Unfortunately the obvious proof that such a p exists—observe that

⋃
e 6=0{ p :

〈p, e〉 = 0 } has Lesbesque measure zero—is out of line with the character of
our material.) Let ef = argmaxe∈S′

f
〈p, e〉 and eg = argmaxe∈Sg〈p, e〉. Then

the coefficient of Xef+eg in fg = f ′g is aef beg , so this product is zero. Now
f · aef g = 0, aef g 6= 0, and the support of aef g is a proper subset of Sg. This
contradiction completes the proof.

Proposition F5.2. Suppose that R is Noetherian and local, x1, . . . , xd is a
system of parameters for R, where d = dimR, and I = (x1, . . . , xd). If f
is a homogeneous polynomial of degree n in the variables X1, . . . ,Xd with
coefficients in R, and f(x1, . . . , xd) ∈ I

n+1, then the coefficients of f lie in m.
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Proof. There is an surjective homomorphism

α : (R/I)[X1, . . . ,Xd]→ GI(R)

that takes each monomial (r+ I)Xm1
1 · · ·Xmd

d to the image of rxm1
1 · · · x

md
d in

Im/Im+1, wherem = m1+· · ·+md. Let f be the element of (R/I)[X1, . . . ,Xd]
obtained by replacing each coefficient of f with its image in R/I. Then the
hypothesis on f is that f is in the kernel of α.

Aiming at a contradiction, suppose that f has a coefficient that is not in
m and is consequently a unit. In view of Lemma F5.1, it follows that f is not
a zerodivisor. Now we have

d(GI(R)) ≤ d
(
(R/I)[X1, . . . ,Xd]/(f)

)
= d

(
(R/I)[X1, . . . ,Xd]

)
− 1 = d− 1.

Here the inequality follows from the fact that f is in the kernel of the surjec-
tion α, the first equality is from Proposition F2.5, and the second equality is
from Proposition F3.4, which can be applied because R/I is Artinian (Lemma
A14.11). But Corollary F4.9 gives d(GI(R)) = d, so we have the desired con-
tradiction.

Theorem F5.3. If R is Noetherian and local, and d(R) = d, then the follow-
ing are equivalent:

(a) R is regular;

(b) Gm(R) ∼= k[X1, . . . ,Xd] as graded rings;

(c) dimk(m/m
2) = d.

Proof. That (b) implies (c) follows from a comparison of the homogeneous
components m/m2 and k1[X1, . . . ,Xd] of degree one. Nakayama’s lemma
(specifically, Proposition A2.15) implies that (a) follows from (c). To show
that (a) implies (b) we suppose that m is generated by x1, . . . , xd and con-
sider the homomorphism α : k[X1, . . . ,Xd] → Gm(R) that takes each f ∈
kn[X1, . . . ,Xd] to the image of f(x1, . . . , xd) in mn/mn+1. This is obviously
surjective, and any nonzero element of its kernel could be lifted to a coun-
terexample to the last result, so it is also injective.

Corollary F5.4. If R is a regular local ring, then it is an integral domain.

Proof. Since it is isomorphic to some k[X1, . . . ,Xd], Gm(R) is an integral
domain, so Corollary E5.6 implies the claim.

If R is a regular local ring, a minimal set of generators x1, . . . , xd for m

is called a regular system of parameters. A sequence of elements x1, . . . , xd
in an arbitrary ring R is called an R-sequence, or a regular sequence of R, if
(x1, . . . , xd) is a proper ideal and, for each i = 1, . . . , d,

((x1, . . . , xi−1) : xi) = (x1, . . . , xi−1).

That is, the image of xi in R/(x1, . . . , xi−1) is a nonzerodivisor.
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Corollary F5.5. If R is a regular local ring, a regular system of parameters
x1, . . . , xd is an R-sequence.

Proof. Since R is an integral domain, ((0) : x1) = (0). Now R/(x1) is a
Noetherian local ring with maximal ideal m/(x1). Corollary F4.12 implies
that dimR/(x1) = dimR − 1, and since m/(x1) is generated by the images
x̃2, . . . , x̃d of x2, . . . , xd, R/(x1) is regular and x̃2, . . . , x̃d is a regular system
of parameters. By induction on d, x̃2, . . . , x̃d is an R/(x1)-sequence, so for
each i = 2, . . . , d we have ((x̃2, . . . , x̃i−1) : x̃i) = (x̃2, . . . , x̃i−1), which means
precisely that ((x1, . . . , xi−1) : xi) = (x1, . . . , xi−1).

F6 The Principal Ideal Theorem

This section’s main result is due to Krull. It is in a sense a partner of
Proposition F1.2, which asserts in effect that if R is Noetherian and local,
and c ≤ dimR, then there are x1, . . . , xc such that any prime containing
(x1, . . . , xc) has codimension at least c.

Theorem F6.1 (Principal Ideal Theorem). If R is Noetherian, x1, . . . , xc ∈
R, and P is minimal among the primes that contain these elements, then
codimP ≤ c.

Proof. The hypotheses are satisfied with x1/1, . . . , xc/1 ∈ RP and PP in place
of x1, . . . , xc and P , and, in view of the bijection between prime ideals con-
tained in P and prime ideals of PP , the codimension of P is ≤ c if and only
if the codimension of PP is ≤ c. Thus it suffices to prove the result for x/1
and PP , which means that we may assume that R is a local ring, m = P is its
unique maximal ideal, and x1, . . . , xc is a system of parameters.

The nilradical of R/(x1, . . . , xc) is m (Corollary A2.9) which is nilpotent
because it is finitely generated (Lemma A14.3). Now let P be a prime that is
maximal among those other than m; it will suffice to show that codimP ≤ c−1.
By hypothesis P does not contain some xi, so we may suppose that x1 /∈ P .
Let (P, x1) be the smallest ideal containing P and x1.

The image of m is the only prime in R/(P, x1), so, as above, m is the
nilradical of this quotient. In particular, for each i = 2, . . . , c there are ai ∈ R,
yi ∈ P , and an integer ki, such that xkii = yi + aix1. The image of m is
nilpotent in R/(x1, y2, . . . , yc), so Corollary F4.11 implies that the image of m
in R/(y2, . . . , yc) has codimension is at most one. Therefore the image of P
in R/(y2, . . . , yc) is minimal, which is to say that P is minimal among primes
containing y2, . . . , yc. By induction (with the case c = 1 given by Corollary
F4.11) the codimension of P is ≤ c− 1, as desired.

A somewhat stronger assumption delivers a stronger conclusion.
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Corollary F6.2 (Krull’s Principal Ideal Theorem). If R is Noetherian and x
is an element that is neither a zerodivisor nor a unit, and P is a prime that
is minimal over (x), then codimP = 1.

Proof. Corollary F4.11 gives codimP ≤ 1. If codimP = 0, then P is minimal
over (0), and consequently it is an associated prime of (0). But Proposition
A12.6 would then imply that each element of P is a zerodivisor, contrary to
assumption.

What it means for x1, . . . , xc to be an R-sequence is precisely that each xi
is neither a zero divisor nor a unit in R/(x1, . . . , xi−1). When this is the case,
for any prime Pc that contains (x1, . . . , xc), repeated application of this result
gives a sequence of distinct prime ideals P0 ⊂ · · · ⊂ Pc with (x1, . . . , xi−1) ⊂ Pi
for all i. Thus:

Proposition F6.3. If x1, . . . , xc is an R-sequence, then the codimension of
(x1, . . . , xn) is c.

The principal ideal theorem has a useful converse.

Proposition F6.4. Any prime P of codimension c is minimal over an ideal
generated by c elements.

Proof. We use induction, supposing that for some 0 ≤ r < c we already have
x1, . . . , xr such that the codimension of any prime containing (x1, . . . , xr) is at
least r. Proposition A4.10 implies that there are finitely many primes Q that
are minimal over (x1, . . . , xr). For each such Q we have codimQ ≥ r, and the
principal ideal theorem implies that codimQ ≤ r. Therefore P is not one of
these minimal primes, so prime avoidance implies that P is not contained in
their union. Choose xr+1 ∈ P that is not in any of the minimal primes. If
a prime Q is minimal over (x1, . . . , xr+1), then codimQ ≥ r + 1 because Q
is not minimal over (x1, . . . , xr), and the principal ideal theorem implies that
codimQ ≤ r + 1.

We now give two applications of Krull’s principal ideal theorem.

Proposition F6.5. If R is a Noetherian integral domain, then R is factorial
if and only if every codimension 1 prime is principal.

Proof. First suppose that R is factorial, and let P be a codimension 1 prime
ideal. Any nonzero a ∈ P is a product of primes, and at least one such prime,
say p, is in P . Then (p) is a nonzero prime ideal contained in P , and the
codimension of P is 1, so P = (p).

Now suppose that every codimension 1 prime is principal. That R is
factorial will follow from Proposition A7.5 if we show that any prime that is
minimal over a principal ideal is itself principal. Since R is a domain, the
unique prime minimal over (0) is (0) itself. Krull’s principal ideal theorem
implies that codimP = 1 whenever P is minimal over (a) 6= (0).
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The following is applied by Serre in no. 76.

Theorem F6.6. If R is a normal Noetherian integral domain, then for every
prime P associated to a principal ideal (a), P is principal and minimal over
(a).

Proof. In the first part of the proof we will work in RP , which is of course
a local integral domain with maximal ideal PP . In addition it is Noetherian
(Corollary A5.7) and Proposition A7.18 implies that it is normal.

Suppose that P = ((a) : b) for some b /∈ (a). Then PP = ((a1 ) :
b
1). (One

containment is clear, and if rs ·
b
1 = t

u ·
a
1 , then (ru)b ∈ (a) and u /∈ P , so r ∈ P

and r
s ∈ PP .) Thus the hypotheses are satisfied with RP , PP , and

a
1 in place

of R, P , and a, and in addition RP is local with maximal ideal PP .
If the result has been proven with the additional hypotheses that R is

local and P is its maximal ideal, then PP is principal and minimal over (a1 ).
Because elements of RP of the form 1

s for s /∈ P are units, PP = ( r1 ) for some
r ∈ P . Of course a ∈ (r) because otherwise we would have a

1 /∈ PP . To see
that (r) is prime, observe that if st ∈ (r) and s, t /∈ (r), then s

1 ·
t
1 ∈ ( r1), but

s
1 ,

t
1 /∈ ( r1 ), contradicting the primality of PP . If (r) was contained in a prime

Q that was a proper subset of P , then (a1 ) ⊂ QP ⊂ PP gives a violation of the
minimality of PP . Therefore (r) = P and P is minimal over (a).

The upshot of this discussion is that we may assume that R is local and
m = P is its maximal ideal. Let K be the field of fractions of R, and let
m−1 = { a ∈ K : am ⊂ R }. Let m−1m be the set of sums of products of
an element of m−1 with an element of m. This is a (not necessarily proper)
ideal of R, and m ⊂ m−1m ⊂ R, so, since m is maximal, either m−1m = m or
m−1m = R.

If m−1m = m, then Proposition A7.8 implies that the elements of m−1 are
integral over R, so m−1 = R because R is normal. We have mb ⊂ (a) and thus
b/a ∈ m−1 = R, which is to say that b ∈ (a), contradicting our assumption
that the image of b in R/(a) is nonzero.

Therefore m−1m = R. For each x ∈ m−1, xm is a (not necessarily proper)
ideal of R, and it cannot be the case that xm ⊂ m for all such x, so xm = R
for some x. Thus m = x−1R is principal. Since x−1 is neither a zerodivisor (R
is a domain) nor a unit (x−1 ∈ m) Krull’s principal ideal theorem (Corollary
F6.2) implies that the codimension of m is one, so it is minimal over (a).



Chapter G

The Koszul Complex

The Koszul complex is a rather large scale piece of machinery that can dras-
tically simplify certain otherwise forbidding computations. Historically it was
originated around 1950 by Koszul, who used it in the study of the cohomology
of Lie groups, but its utility is much more general. It pervades the applica-
tions of homology to commutative algebra. This chapter presents the basic
background material and some preliminary applications.

By way of introduction we now give a direct definition of the Koszul com-
plex, even though the actual analysis will be based on a different definition
that builds up the complex in a step-by-step manner. Let symbols e1, . . . , en
be given. For each k = 0, . . . , n let ∧kR be the free module with generators
ei1 ∧ . . . ∧ eik where 1 ≤ i1 < . . . < ik ≤ n. (Here ∧0R is simply R.) For any
i1, . . . , ik ∈ {1, . . . , n}, let ei1 ∧ . . . ∧ eik = 0 ∈ ∧kR if these indices are not
distinct, and if they are distinct let

ei1 ∧ . . . ∧ eik = (−1)sgn(τ)eiτ(1) ∧ . . . ∧ eiτ(k) ∈ ∧
kR

where τ ∈ Sk is the permutation such that iτ(1) < . . . < iτ(k).
Let x = (x1, . . . , xn) ∈ Rn be given. The Koszul complex K(x) is the

cochain complex

0→ K0(x)
d✲ K1(x)

d✲ · · ·
d✲ Kn−1(x)

d✲ Kn(x)→ 0

where Kk(x) = ∧kR and d : Kk(x) → Kk+1(x) is the R-linear function that
takes the generator ei1 ∧ . . . ∧ eik to

d(ei1 ∧ . . . ∧ eik) =

n∑

i=1

xiei1 ∧ . . . ∧ eik ∧ ei.

(To see that d2 = 0 one may write out the formula for d2(ei1 ∧ . . . ∧ eik),
then observe that the “diagonal” terms are zero while the “off diagonal” terms
cancel in pairs.) Roughly, we will be interested in the cohomology of complexes
M ⊗RK(x) where M is an R-module, especially when x1, . . . , xn is a regular
sequence on M .

G1 Tensor Products of Cochain Complexes

The Koszul complex can be constructed by repeatedly taking tensor products
of simple cochain complexes, and analysis of it often reduces to the elementary
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properties of this construction. If X and Y are the cochain complexes

· · · → X−1 → X0 → X1 → · · · and · · · → Y −1 → Y 0 → Y 1 → · · ·

we define X ⊗ Y to be the cochain complex

· · · → ⊕i+j=kX
i ⊗ Y j → ⊕i+j=k+1X

i ⊗ Y j → · · ·

where the coboundary operator is given by

d(xi ⊗ yj) 7→ dxi ⊗ yj + (−1)ixi ⊗ dyj.

The reader may easily check that the composition of this coboundary operator
with itself is zero.

If η : X → X ′ and ι : Y → Y ′ are cochain maps, there is a cochain map

η ⊗ ι : X ⊗ Y → X ′ ⊗ Y ′

given by (η ⊗ ι)k(xi ⊗ yj) = ηi(xi) ⊗ ιj(yj) when i + j = k. In this sense
the tensor product is a functor from pairs of cochain complexes to cochain
complexes.

We establish the basic properties of this tensor product.

Lemma G1.1. The tensor product of complexes commutes up to natural iso-
morphism: the map h : xi ⊗ yj 7→ (−1)ijyj ⊗ xi is a natural isomorphism
between X ⊗ Y and Y ⊗X.

Proof. This map commutes with the coboundary operator:

d(h(xi ⊗ yj)) = (−1)ij(dyj ⊗ xi + (−1)jyj ⊗ dxi)

while

h(d(xi ⊗ yj)) = (−1)(i+1)jyj ⊗ dxi + (−1)i(j+1)(−1)idyj ⊗ xi.

Naturality is evident without computation: if (η, ι) : (X,Y ) → (X ′, Y ′) is a
map of pairs of complexes, then h ◦ (η ⊗ ι) = (ι⊗ η) ◦ h.

Lemma G1.2. The tensor product of complexes is associative up to natural
isomorphism: the map (xi⊗yj)⊗zk 7→ xi⊗ (yj⊗zk) is a natural isomorphism
between (X ⊗ Y )⊗ Z and X ⊗ (Y ⊗ Z).

Proof. We compute the boundary operator in the two cases:

d((xi ⊗ yj)⊗ zk)) = d(xi ⊗ yj)⊗ zk + (−1)i+j(xi ⊗ yj)⊗ dzk

= (dxi ⊗ yj)⊗ zk + (−1)i(xi ⊗ dyj)⊗ zk + (−1)i+j(xi ⊗ yj)⊗ dzk

while

d(xi ⊗ (yj ⊗ zk)) = dxi ⊗ (yj ⊗ zk) + (−1)ixi ⊗ d(yj ⊗ zk)

= dxi ⊗ (yj ⊗ zk) + (−1)ixi ⊗ (dyj ⊗ zk) + (−1)i+jxi ⊗ (yj ⊗ dzk).

As in the last proof, naturality is obvious.
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Lemma G1.3. If X is a cochain complex, then X ⊗ – and – ⊗ X are right
exact functors.

Proof. This follows from right exactness of the ordinary tensor product be-
cause, as an R-module, X⊗Y is the ordinary tensor product of the R-modules
⊕iXi and ⊕jYj .

G2 The Koszul Complex in General

We develop the Koszul complex in two stages. This section studies a general
construction, and in the next section we pass to a special case of this.

Fix an R-module N . Let ∧0N = R, and for each k = 1, 2, . . . let ∧kN be
the set of finite sums of products of the form y1∧· · ·∧yk, where y1, . . . , yk ∈ N ,
modulo the relations

y1 ∧ y2 ∧ · · · ∧ yk + y′1 ∧ y2 ∧ · · · ∧ yk = (y1 + y′1) ∧ y2 ∧ · · · ∧ yk

and
yσ(1) ∧ · · · ∧ yσ(m) = sgn(σ)y1 ∧ · · · ∧ yk

for permutations σ of 1, . . . , k. This is an abelian group, and it becomes an
R-module if we define scalar multiplication by setting

r(y1 ∧ y2 ∧ · · · ∧ yk) = (ry1) ∧ y2 ∧ · · · ∧ yk.

Let ∧N = ⊕∞
k=0 ∧

k N . If

a = y1 ∧ · · · ∧ yk ∈ ∧
kN and b = z1 ∧ · · · ∧ zℓ ∈ ∧

ℓN,

let
a ∧ b = y1 ∧ · · · ∧ yk ∧ z1 ∧ · · · ∧ zℓ ∈ ∧

k+ℓN.

This product is extended to arbitrary elements of ∧N by means of the dis-
tributive law. It makes ∧N into a graded R-algebra that is skew commutative:
if a ∈ ∧kN and b ∈ ∧ℓN , then

b ∧ a = (−1)kℓa ∧ b.

In particular, x∧x = 0 for all x ∈ ∧1N = N . We call ∧N the exterior algebra
derived from N .

If ϕ : N → N ′ is a homomorphism, there is a derived homomorphism
∧kϕ : ∧kN → ∧kN ′ given by

∧kϕ(y1 ∧ · · · ∧ yk) = ϕ(y1) ∧ · · · ∧ ϕ(yk).

It is evident that we may regard ∧k as a covariant functor from the category
of R-modules to itself. Similarly, there is an R-module homomorphism ∧ϕ :
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∧N → ∧N ′ whose restriction to each ∧kN is ∧kϕ. If a ∈ ∧kN , and b ∈ ∧ℓN ,
then

ϕ(a ∧ b) = ϕ(a) ∧ ϕ(b).

Thus we may regard ∧ as a covariant functor from the category of R-modules
to the category of graded skew-commutative R-algebras.

In the construction of the Koszul complex there is a distinguished x ∈ N .
For each i = 0, 1, 2, . . . let KN

i (x) = ∧iN . The Koszul complex KN (x) is the
cochain complex

KN (x) : · · · → 0→ KN
0 (x)→ KN

1 (x)→ Kn
2 (x)→ · · ·

where the coboundary map KN
0 (x) → KN

1 (x) is r 7→ rx, and for i ≥ 1 the
coboundary map ∧iN → ∧i+1N is a 7→ x ∧ a. If ϕ : N → N ′ is a homo-
morphism and ϕ(x) = x′, then the maps ∧kϕ evidently constitute a cochain
homomorphism from KN (x) to KN ′

(x′). This construction is functorial in
the following sense.

Lemma G2.1. The Koszul complex is a covariant functor from the category
of pairs (N,x) where N is an R-module and x ∈ N (with morphisms ϕ :
(N,x) → (N ′, x′) that are homomorphisms ϕ : N → N ′ with ϕ(x) = x′) to
the category of cochain complexes.

There is a nice relationship between Koszul complexes, direct sums, and
tensor products.

Proposition G2.2. If N = N ′ ⊕N ′′ and x = (x′, x′′) ∈ N , then

KN(x) ∼= KN ′
(x′)⊗KN ′′

(x′′).

Proof. There is a homomorphism from KN ′
(x′)⊗KN ′′

(x′′) to KN (x) that is
defined by specifying that an element y′1 ∧ · · · ∧ y

′
i⊗ y

′′
1 ∧ · · · ∧ y

′′
j is mapped to

(y′1, 0) ∧ · · · ∧ (y′i, 0) ∧ (0, y′′1 ) ∧ · · · ∧ (0, y′′j ).

This is well defined because every element of KN ′
(x′) ⊗ KN ′′

(x′′) is a sum
of elements of this form, and because it “respects” the relations that are
required by the definition of an exterior algebra. It is surjective because every
element of KN (x) is a sum of elements of this form. It is injective because the
operations that might reduce a sum of elements of the indicated forms (that
is, the relations in the definition of an exterior algebra) operate in the same
way in the domain and the range.

In KN (x) the coboundary operator is

d
(
(y′1, 0) ∧ · · · ∧ (y′i, 0) ∧ (0, y′′1 ) ∧ · · · ∧ (0, y′′j )

)

=
(
(x′, 0) + (0, x′′)

)
∧ (y′1, 0) ∧ · · · ∧ (y′i, 0) ∧ (0, y′′1 ) ∧ · · · ∧ (0, y′′j )

= (x′, 0) ∧ (y′1, 0) ∧ · · · ∧ (y′i, 0) ∧ (0, y′′1 ) ∧ · · · ∧ (0, y′′j )

+ (−1)i(y′1, 0) ∧ · · · ∧ (y′i, 0) ∧ (0, x′′) ∧ (0, y′′1 ) ∧ · · · ∧ (0, y′′j )
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while in KN ′
(x′)⊗KN ′′

(x′′) we have

d(y′1 ∧ · · · ∧ y
′
i ⊗ y

′′
1 ∧ · · · ∧ y

′′
j ) = d(y′1 ∧ · · · ∧ y

′
i)⊗ y

′′
1 ∧ · · · ∧ y

′′
j

+ (−1)iy′1 ∧ · · · ∧ y
′
i ⊗ d(y

′′
1 ∧ · · · ∧ y

′′
j )

= x′ ∧ y′1 ∧ · · · ∧ y
′
i ⊗ y

′′
1 ∧ · · · ∧ y

′′
j

+ (−1)iy′1 ∧ · · · ∧ y
′
i ⊗ x

′′ ∧ y′′1 ∧ · · · ∧ y
′′
j .

Thus the coboundary operators commute with our isomorphism.

G3 The Koszul Complex

We will be exclusively interested in the specialization of the complex studied
in the last section that is obtained by letting N be the free R-module Rn. This
is what is generally understood as the Koszul complex, although the term is
also applied to the more general construction above.

Let Rn be the free module on the generators e1, . . . , en. Then for 1 ≤ k ≤ n
the R-module ∧kRn is the free R-module whose generators are those symbols
ei1 ∧ · · · ∧ eik with i1 < · · · < ik. Also, ∧

kRn = 0 if k > n. For the most part
we will be working with a given

x = x1e1 + · · ·+ xnen ∈ ∧
1Rn,

and we usually write K(x) or K(x1, . . . , xn) in place of KRn(x).
The Koszul complex when n = 1 is simply

K(y) : · · · → 0 ✲ R
y✲ R ✲ 0→ · · · .

We may understand this as a fundamental building block because Proposition
G2.2 and the commutativity and associativity of the tensor product give

K(x) ∼= K(x1)⊗ · · · ⊗K(xn) ∼= K(xσ(1))⊗ · · · ⊗K(xσ(n))

for any permutation σ of 1, . . . , n.
For an arbitrary cochain complex X and an integer ℓ, let X[ℓ] be X shifted

ℓ steps to the left, so that X[ℓ]i = Xi+ℓ, with the coboundary operator given
by the appropriate shift of the coboundary operator of X multiplied by (−1)ℓ.
We identify R with the complex · · · → 0 → R → 0 → · · · , where R is the
module in position 0. Note that X[ℓ] = R[ℓ] ⊗ X. There is a short exact
sequence

0→ R[−1]→ K(y)→ R→ 0

of complexes given by the diagram

· · · ✲ 0 ✲ 0 ✲ R ✲ 0 ✲ · · ·

· · · ✲ 0 ✲ R
❄ y✲ R

1
❄

✲ 0 ✲ · · ·

· · · ✲ 0 ✲ R

1
❄

✲ 0
❄

✲ 0 ✲ · · · .
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We now study the cohomology of K(y) ⊗X for an arbitrary complex X.
We can tensor the short exact sequence above on the right by X, obtaining

0→ X[−1]→ K(y)⊗X → X → 0.

Here

(K(y)⊗X)i = (K0(y)⊗Xi)⊕ (K1(y)⊗Xi−1) = Xi ⊕Xi−1,

so X[−1]→ K(y)⊗X is xi−1 7→ (0, xi−1) and K(y)⊗X → X is (xi, xi−1) 7→
xi. Evidently this sequence is exact. Applying the definition of the boundary
operator of the tensor product gives

d(r0 ⊗ xi) = yr0 ⊗ xi + r0 ⊕ dxi and d(r1 ⊗ xi−1) = −r1 ⊗ dxi−1,

which boils down to d(xi, xi−1) = (dxi, yxi−dxi−1). The associated long exact
cohomology sequence is

· · ·
y✲ H i(X[−1])→ H i(K(y)⊗X)→ H i(X)

y✲ H i+1(X[−1]) ✲ · · · .

Here a diagram chase shows that the connecting homomorphism is multipli-
cation by y: if [xi] ∈ H

i(X), then (xi, 0) is a preimage of xi, and yxi is the
preimage of d(xi, 0) = (dxi, yxi) = (0, yxi).

Proposition G3.1. For a cochain complex X and y ∈ R, there is a long
exact sequence

· · ·
y✲ H i−1(X) ✲ H i(K(y)⊗X) ✲ H i(X)

y✲ H i(X) ✲ · · ·

where the indicated maps are multiplication by y. In addition y annihilates
H i(K(y)⊗X).

Proof. Of course H i(X[−1]) = H i−1(X), so we obtain the sequence shown
from the one above. If (xi, xi−1) is a cocycle, then y(xi, xi−1) is a coboundary
because 0 = d(xi, xi−1) = (dxi, yxi − dxi−1), so that dxi−1 = yxi, whence

d(xi−1, 0) = (dxi−1, yxi−1) = y(xi, xi−1).

In view of the formula K(x) ∼= K(x1)⊗ · · · ⊗K(xn) and the associativity
and commutativity of the tensor product, this has the following consequence.

Corollary G3.2. If x = (x1, . . . , xn), then the ideal (x1, . . . , xn) annihilates
H∗(K(x)⊗X).
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G4 Regular Sequences and de Rham’s Theorem

The notion of a regular sequence will be a central concept going forward. This
section presents definitions, establishes elementary properties, and proves one
of the early results applying the Koszul sequence due to de Rham (1954),
which is cited by Serre.

Fix an R-module M and a sequence x1, . . . , xn of points in R. Let I0 =
(0), and for i = 1, . . . , n let Ii = (x1, . . . , xi). We say that x1, . . . , xn is a
semiregular sequence (on M) if, for each i = 1, . . . , n, xi is not a zerodivisor
of M/Ii−1M . (This terminology is not standard, but it is useful here because
some of the results require only this hypothesis.) We say that x1, . . . , xn is
a regular sequence on M , or simply an M -sequence, if it is semiregular and
InM 6= M . An important example is R = M = K[X1, . . . ,Xn] where K is a
field, with x1 = X1, . . . , xn = Xn. Clearly x1, . . . , xn is semiregular: if f ∈ R
and Xif is in the ideal generated by X1, . . . ,Xi−1, then so is f . In addition
M/InM ∼= K.

There is useful piece of related notation. If N is a submodule of M and I
is an ideal, then

N:I = {m ∈M : Im ⊂ N }.

Of course this is a submodule of M that contains N , and N : J ⊂ N : I if
I ⊂ J . Usually we will write N : r rather than N : (r). Then x1, . . . , xn is an
M -sequence if:

(a) Ii−1M :xi = Ii−1M for all i = 1, . . . , n;

(b) InM 6=M .

We are interested in the cohomology of the cochain complex M ⊗ K(x).
In the present context the long exact sequence of Proposition G3.1 is:

Proposition G4.1. If x = (x′, y) where x′ = (x1, . . . , xn−1) and y = xn, then
there is a long exact sequence

· · ·
y✲ H i−1(M ⊗K(x′)) ✲ H i(M ⊗K(x)) ✲ H i(M ⊗K(x′))

y✲ H i(M ⊗K(x′)) ✲ · · ·

where the indicated maps are multiplication by y, and H i(M ⊗K(x)) is anni-
hilated by y.

Lemma G4.2. Hn(M ⊗K(x)) =M/InM .

Proof. The final nonzero terms of the Koszul complex are in effect · · · →

Rn
x∧✲ R→ 0, and the image of M ⊗Rn

x∧✲ M is InM .

Most of the analytic substance of our work here is contained in the proof
of the following result.



188 CHAPTER G. THE KOSZUL COMPLEX

Proposition G4.3. For i = 0, . . . , n, if x1, . . . , xi is a semiregular sequence
on M , then

H i(M ⊗K(x)) = (IiM : In)/IiM.

Proof. The initial terms of the Koszul complex are 0 → R
x∧✲ Rn → · · · ,

and the kernel of M
x∧✲ M ⊗ Rn = Mn is precisely the set of m that are

annihilated by all xi, so

H0(M ⊗K(x)) = (0)M : In = ((0)M : In)/(0)M.

Thus the claim holds when i = 0. We may assume that i > 0, and that the
claim holds for all smaller i. For the given i we argue by induction on n. Since
InM : In = M , the result above is the claim when n = i, so we may assume
that n > i, and that the claim holds with n replaced by n− 1.

As above let x′ = (x1, . . . , xn−1). Since (xi) ⊂ In−1 and xi is a nonzerodi-
visor of M/Ii−1M , the induction hypothesis for i gives

H i−1(M ⊗K(x′)) = (Ii−1M : In−1)/Ii−1M ⊂ (Ii−1M : xi)/Ii−1M = 0.

The induction hypothesis on n implies that

H i(M ⊗K(x′)) = (IiM : In−1)/IiM.

Therefore the long exact sequence of the last result becomes

0→ H i(M ⊗K(x))→ (IiM : In−1)/IiM
xn✲ (IiM : In−1)/IiM → · · · .

To finish up note that Inm ⊂ IiM if and only if In−1m ⊂ IiM and xnm ∈ IiM ,
so (IiM : In)/IiM is the kernel of this multiplication by xn.

To be precise, the specific result established by de Rham consists of the
first assertion and the case j = n of the second assertion of the following
result.

Theorem G4.4 (de Rham). Hn(M ⊗K(x)) =M/InM . For all i = 0, . . . , n,
if x1, . . . , xi is a semiregular sequence on M , then Hj(M ⊗ K(x)) = 0 for
0 ≤ j < i.

Proof. The first assertion is Lemma G4.2 above. For the second we apply the
last result, observing that IjM : In = IjM because xj+1 is not a zerodivisor
of M/IjM .

If J is an ideal, an M -sequence y1, . . . , yr is maximal in J if y1, . . . , yr ∈ J
and there is no y ∈ J such that y1, . . . , yr, y is an M -sequence. In the next
section we will consider situations in which i < n and (x1, . . . , xi) is a maximal
M -sequence in In.
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Proposition G4.5. If R is Noetherian, M is finitely generated, and x1, . . . , xi
is a maximal M -sequence in In, then H

i(M ⊗K(x)) 6= 0.

Proof. In view of Proposition G4.3 we need to show that (IiM : In)/IiM 6= 0,
which amounts to IiM : In being a proper superset of IiM . If Ii = In, then
IiM : In =M , which is a proper superset of IiM because x1, . . . , xi is an M -
sequence. Therefore suppose that Ii is a proper subset of In. Since x1, . . . , xi
is an M -sequence, IiM 6= M , and since it is maximal in In, every element of
In \ Ii is a zerodivisor of M/IiM . The set of zerodivisors of M/IiM is the
union of the ideals Ann(m̃) for 0 6= m̃ ∈ M/IiM . Since R is Noetherian,
each such ideal is contained in a maximal such ideal. (This need not be
a maximal ideal in the usual sense.) Lemma A10.2 implies that each such
maximal ideal is an associated prime of M/InM . From Theorem A10.16
there are finitely many associated primes, and since In is contained in their
union, prime avoidance (Lemma A10.10) implies that In is contained in one
of them, say Q. As an associated prime, Q is the annihilator of some nonzero
m̃ = m+ IiM ∈M/IiM , so that 0 6= m ∈ (IiM : In) \ IiM .

We come now to a key result.

Theorem G4.6. Suppose R is Noetherian, M is finitely generated, Hj(M ⊗
K(x)) = 0 for all j = 0, . . . , r− 1, and Hr(M ⊗K(x)) 6= 0. Then all maximal
M -sequences drawn from In have length r.

An immediate consequence, of great interest, is that all maximal M -
sequences drawn from In have the same length. In addition, if InM 6= M ,
then de Rham’s theorem gives Hn(M ⊗ K(x)) = M/InM 6= 0, so there is
necessarily some r satisfying the hypotheses. That is, H∗(M ⊗K(x)) always
detects the maximal length of M -sequences in In.

Two preliminary results prepare the proof of Theorem G4.6.

Proposition G4.7. If y1, . . . , yr ∈ In, then

K(x1, . . . , xn, y1, . . . , yr) ∼= K(x)⊗K(0, . . . , 0).

Proof. Suppose that yi =
∑

j aijxj; let A be the r×n matrix with entries aij .
Let N = Rn ⊕ Rr, and let α : N → N be the homomorphism with matrix(
I 0
−A I

)
. This is an isomorphism because its inverse is the homomorphism

with matrix

(
I 0
A I

)
. Since

α(x1, . . . , xn, y1, . . . , yr) = (x1, . . . , xn, 0, . . . , 0)

the functorial nature of the Koszul complex (Lemma G2.1) implies that

K(x1, . . . , xn, y1, . . . , yr) ∼= K(x1, . . . , xn, 0, . . . , 0),

after which the claim follows from Proposition G2.2.
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The Koszul complex of (0, . . . , 0) ∈ Rr is 0 → R → Rr → ∧2Rr → · · ·
with zero coboundary operator. For any cochain complex and integer n there
is the computation H∗(X ⊗R R

n) = H∗(Xn) = (H∗(X))n = H∗(X) ⊗R R
n,

so:

Proposition G4.8. If y1, . . . , yr ∈ In, then

H∗(M ⊗K(x1, . . . , xn, y1, . . . , yr)) = H∗(M ⊗K(x))⊗ ∧Rr.

In particular,

H i(M ⊗K(x1, . . . , xn, y1, . . . , yr)) = 0

if and only if Hk(M ⊗K(x1, . . . , xn)) = 0 for all k such that i− r ≤ k ≤ i.

Proof of Theorem G4.6. Let y1, . . . , yr be a maximal M -sequence in In, and
let s be the smallest integer such that Hs(M ⊗K(x)) 6= 0. In view of the last
result,

H i(M ⊗K(x)) = 0 (i = 0, . . . , s− 1)

if and only if

H i(M ⊗K(x1, . . . , xn, y1, . . . , yr)) = 0 (i = 0, . . . , s− 1).

Therefore s is the smallest integer such that

Hs(M ⊗K(x1, . . . , xn, y1, . . . , yr)) 6= 0.

Proposition G2.2 and the commutativity of the tensor product imply that

K(x1, . . . , xn, y1, . . . , yr) ∼= K(y1, . . . , yr, x1, . . . , xn).

Now Theorem G4.4 and Proposition G4.5 imply that r = s.

G5 Regular Sequences in Local Rings

As in the last section we fix an R-moduleM and a sequence x1, . . . , xn, setting
I0 = (0) and Ii = (x1, . . . , xi) for 1 ≤ i ≤ n. The most important applications
of the results above are to local rings, for which stronger results hold.

Proposition G5.1. Suppose that R is Noetherian and local, x1, . . . , xn ∈ m,
and M is finitely generated. Let x = (x1, . . . , xn) and x′ = (x1, . . . , xn−1). If
Hk(M ⊗K(x)) = 0 for some k ≤ n, then

Hj(M ⊗K(x)) = 0 and Hj(M ⊗K(x′)) = 0 (j = 0, . . . , k − 1).
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Proof. We argue by induction on n; the case n = 0 is trivial, so we may
suppose that n > 0. Since Hk(M ⊗ K(x)) = 0 the long exact sequence of
Proposition G4.1 contains

· · · → Hk−1(M ⊗K(x′))
xn✲ Hk−1(M ⊗K(x′))→ 0.

Since xn ∈ m this surjectivity implies that

mHk−1(M ⊗K(x′)) = Hk−1(M ⊗K(x′)).

Since M is finitely generated, Hk−1(M ⊗ K(x′)) is finitely generated, so
Nakayama’s lemma gives Hk−1(M ⊗ K(x′)) = 0. The induction hypothe-
sis implies that Hj(M ⊗K(x′)) = 0 for all j ≤ k − 1. For j < k we now have
Hj(M ⊗ K(x)) = 0 because in the long exact sequence of Proposition G4.1
the terms on either side of it vanish.

Theorem G5.2. Suppose that R is Noetherian and local, x1, . . . , xn ∈ m, and
M 6= 0 is finitely generated. If Hn−1(M ⊗K(x1, . . . , xn)) = 0, then x1, . . . , xn
is an M -sequence.

Proof. First of all, InM is a proper submodule because InM = M would
imply mM =M , after which Nakayama’s lemma would give M = 0, contrary
to hypothesis.

Let x = (x1, . . . , xn) and x′ = (x1, . . . , xn−1). We argue by induction on

n, beginning with n = 1. In this case M ⊗ K(x1) is 0 → M
x1✲ M → 0,

and H0(M ⊗K(x1)) = 0 means precisely that x1 is a not a zerodivisor of M .
Suppose that n > 1. Above we showed that Hn−2(M ⊗ K(x′)) = 0, so the
induction hypothesis implies that x1, . . . , xn−1 is an M -sequence. Proposition
G4.3 gives

0 = Hn−1(M ⊗K(x)) = (In−1M : In)/In−1M = (In−1M : xn)/In−1M,

i.e., xn is not a zerodivisor of M/In−1M .

Corollary G5.3. If R is Noetherian and local, M 6= 0 is finitely generated,
and In is proper and contains an M -sequence of length n, then x1, . . . , xn is
itself an M -sequence.

Proof. In view of the last result it suffices to show that Hn−1(M ⊗K(x)) = 0.
If this was not the case Theorem G4.6 would imply that the length of all
maximal M -sequences was less than n, contrary to hypothesis.

Proposition G5.4. If R is Noetherian, M is finitely generated, x1, . . . , xn
is an M -sequence, and t1, . . . , tn are positive integers, then xt11 , . . . , x

tn
n is an

M -sequence.
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Proof. We first establish the result when R is local and x1, . . . , xn ∈ m. Since a
power of a nonzerodivisor is a nonzerodivisor, x1, . . . , xn−1, x

tn
n is a semiregular

sequence. In addition (x1, . . . , xn−1, x
tn
n )M ⊂ InM 6= M , so x1, . . . , xn−1, x

tn
n

is an M -sequence. The ideal generated by xtnn , x1, . . . , xn−1 contains an M -
sequence of length n, so the last result implies that it is an M -sequence.
Similarly, x

tn−1

n−1 , x
tn
n , x1, . . . , xn−2 is an M -sequence, and so forth.

We now take up the general case. Of course (xt11 , . . . , x
tn
n )M ⊂ InM 6=M ,

so it suffices to show that xt11 , . . . , x
tn
n is a semiregular sequence. We argue by

induction on n. When n = 1 the claim follows from the fact that a power of
a nonzerodivisor is a nonzerodivisor. Therefore we may suppose that n > 1,
and that xt11 , . . . , x

tn−1

n−1 is a semiregular sequence. Let

ϕ :M/(xt11 , . . . , x
tn−1

n−1 )M →M/(xt11 , . . . , x
tn−1

n−1 )M

be multiplication by xn. Since a power of a nonzerodivisor is a nonzerodivisor,
it suffices to show that Kerϕ = 0.

In view of Lemma A5.9, showing that Kerϕm = 0 for a given maximal
ideal m is enough. For i = 1, . . . , n let x̃i = xi/1 ∈ Rm. By definition

ϕm : (M/(xt11 , . . . , x
tn−1

n−1 )M)m → (M/(xt11 , . . . , x
tn−1

n−1 )M)m

is multiplication by x̃n. Corollary A5.2 implies that

(M/(xt11 , . . . , x
tn−1

n−1 )M)m ∼=Mm/((x
t1
1 , . . . , x

tn−1

n−1 )M)m,

and ((xt11 , . . . , x
tn−1

n−1 )M)m = (x̃t11 , . . . , x̃
tn−1

n−1 )Mm, so our goal is to show that

x̃n is a nonzerodivisor of Mm/(x̃
t1
1 , . . . , x̃

tn−1

n−1 )Mm.

We may assume that Mm/(x̃
t1
1 , . . . , x̃

tn−1

n−1 )Mm 6= 0 (otherwise x̃n is auto-
matically a nonzerodivisor) so x1, . . . , xn−1 ∈ m. Also, we may assume that
xn ∈ m because otherwise x̃n is a unit, and thus a nonzerodivisor. There-
fore x̃1, . . . , x̃n ∈ mm. We may assume that (x̃1, . . . , x̃n)Mm 6= Mm because
otherwise mmMm = Mm, when Nakayama’s lemma would give Mm = 0, in
which case x̃n is automatically a nonzerodivisor. For each i = 1, . . . , n, xi
is a nonzerodivisor of M/Ii−1M , so (Lemma A5.9) x̃i is a nonzerodivisor of
Mm/(x̃1, . . . , x̃i−1)Mm. Thus x̃1, . . . , x̃n is an Mm-sequence, and the hypothe-
ses hold with R, M , and x1, . . . , xn replaced by Rm, Mm, and x̃1, . . . , x̃n. The
special case established at the beginning now implies that xt11 /1, . . . , x

tn
n /1 is

anMm-sequence. In particular, xtnn /1 is a nonzerodivisor ofMm/(x
t1
1 , . . . , x

tn−1

n−1 )Mm,
so x̃n is also a nonzerodivisor, as desired.

G6 A Variant of the Koszul Complex

This section develops one of the results cited by Serre. In addition to present-
ing a relatively sophisticated application of the Koszul complex, it has another
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point of interest, namely that the Koszul complex can appear in a different
guise.

As was the case earlier, we are given x = (x1, . . . , xn) ∈ R
n. For 0 ≤ k ≤ n

let K̃k(x) = ∧
kRn, and define δk : K̃k(x)→ K̃k−1(x) by R-linearly extending

the formula

δk(ei1 ∧ · · · ∧ eik) =
k∑

h=1

(−1)h+1xihei1 ∧ · · · ∧ êih ∧ · · · ∧ eik .

It is straightforward to verify that δk−1 ◦ δk = 0. In the literature one will
sometimes see

K̃(x) : 0→ K̃n(x)→ · · · → K̃0(x)→ 0

described as the Koszul complex. We first show that this is not really a
different concept because K(x) and K̃(x) are effectively isomorphic.

Let 〈·, ·〉 be the inner product on ∧kRn that has the e11 ∧ . . . ∧ eik as
an orthonormal basis. The Hodge star operator is the function ∗ : ∧kRn →
∧n−kRn defined by requiring that

λ ∧ µ = 〈∗λ, µ〉e1 ∧ · · · ∧ en

for all λ ∈ ∧kRn and all µ ∈ ∧n−kRn. Let σ ∈ Sn be the permutation j 7→ ij .
If we set λ = ei1 ∧ · · · ∧ eik and µ = eik+1

∧ · · · ∧ ein , then clearly ∗λ is some
scalar multiple of µ, and the formula above gives ∗λ = sgn(σ)µ. That is,

∗ei1 ∧ · · · ∧ eik = sgn(σ)eik+1
∧ · · · ∧ ein .

Combining this with the definition of the differential gives:

∗
(
dk(ei1 ∧ · · · ∧ eik)

)
= ∗

(
(x1e1 + · · ·+ xnen) ∧ ei1 ∧ · · · ∧ eik

)

= ∗
(
(−1)k

n∑

j=k+1

xijei1 ∧ · · · ∧ eik ∧ eij
)

= (−1)k
n∑

j=k+1

sgn(σ)(−1)j−k+1xjeik+1
∧ · · · ∧ êij ∧ · · · ∧ ein

because sgn(σ)(−1)j−k+1 is the sign of the permutation

1, . . . , n 7→ i1, . . . , ik, ij , ik+1, . . . , îj , . . . , in.

On the other hand

δn−k
(
∗ (ei1 ∧ · · · ∧ eik)

)
= δn−k

(
sgn(σ)eik+1

∧ · · · ∧ ein
)

= sgn(σ)

n∑

j=k+1

(−1)j−k+1xjeik+1
∧ · · · ∧ êij ∧ · · · ∧ ein .
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Thus δn−k∗ = (−1)k ∗dk.
We can say a bit more. For any permuation σ there is a function τkσ :

∧kRn → ∧kRn that is the R-linear extension of the formula

τkσ (ei1 ∧ · · · ∧ eik) = eσ(i1) ∧ · · · ∧ eσ(ik).

The formula above becomes

∗τkσ (e1∧· · ·∧ek) = sgn(σ)τn−kσ (ek+1∧· · ·∧en) = sgn(σ)τn−kσσk
(e1∧· · ·∧en−k),

where σk is addition of k mod n, i.e., j 7→ j + k or j 7→ j + k − n according
to whether j ≤ n − k. We have sgn(σσk) = sgn(σ)sgn(σk) and sgn(σk) =
(−1)k(n−k), so applying this formula again with k and n− k swapped gives

∗∗τkσ (e1 ∧ · · · ∧ ek) = (−1)k(n−k)τkσ (e1 ∧ · · · ∧ ek).

This holds for every σ, so ∗∗ = (−1)k(n−k). Composing the formula from the
last paragraph with ∗, both on the left and on the right, gives

dk = (−1)k(n−k−1) ∗ δn−k ∗ and δn−k = (−1)k(n−k−1) ∗ dk ∗ .

(Of course for most purposes the signs of the boundary operators are unim-
portant.)

There are the ideals I0 = (0) and Iℓ = (x1, . . . , xℓ) for ℓ = 1, . . . , n. Let
K̃(x) be the sequence of homomorphisms

0→ K̃n(x)
δn✲ K̃n−1(x)→ · · · → K̃1(x)

δ1✲ K̃0(x)
ε✲ R/In → 0

where ε : R → R/In is the natural map. This is a chain complex because
K̃(x) is a chain complex and the image of δ1 is contained in In.

Now let M be an R-module. For each ℓ = 0, . . . , n and k = 0, . . . , ℓ let

X
(ℓ)
k =M ⊗ ∧kRℓ,

and if k ≥ 1 let δk : X
(ℓ)
k → X

(ℓ)
k−1 be the homomorphism

δk(m⊗ ei1 ∧ · · · ∧ eik) =

k∑

h=1

(−1)h+1(xihm)⊗ ei1 ∧ · · · ∧ êih ∧ · · · ∧ eik .

Under the natural identification of M ⊗ K̃0(x1, . . . , xℓ) with M , the image

of X
(ℓ)
1 → X

(ℓ)
0 is contained in IℓM , so if we let ε be the natural map from

X
(ℓ)
0 =M to M/IℓM , it is easy to see that

0→ X
(ℓ)
ℓ

δℓ✲ X
(ℓ)
ℓ−1 → · · · → X

(ℓ)
1

δ1✲ X
(ℓ)
0

ε✲ M/IℓM → 0,

is a chain complex, which we denote by X(ℓ). The image of X
(ℓ)
1 → X

(ℓ)
0 is

contained in IℓM , so there is another chain complex

0→ X
(ℓ)
ℓ

δℓ✲ X
(ℓ)
ℓ−1 → · · · → X

(ℓ)
2

δ2✲ X
(ℓ)
1

δ1✲ IℓM → 0,

that we denote by Y (ℓ).
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Proposition G6.1. If x1, . . . , xn is a semiregular sequence, then X(ℓ) and
Y (ℓ) are acyclic for all ℓ = 0, . . . , n.

Proof. Since X(0) is 0→M
1M✲ M → 0 and Y (0) = 0, by induction we may

assume that X(ℓ−1) and Y (ℓ−1) are acyclic. Clearly X(ℓ) is exact at M/IℓM .

It is exact at X
(ℓ)
0 if and only if the image of δ1 is all of IℓM , so X(ℓ) is acyclic

if and only if Y (ℓ) is acyclic. Therefore it suffices to prove that Y (ℓ) is acyclic.
If we can show that Y (ℓ)/Y (ℓ−1) is acyclic, then two out of three terms in the
long exact homology sequence of the short exact sequence of complexes

0→ Y (ℓ−1) → Y (ℓ) → Y (ℓ)/Y (ℓ−1) → 0

will be zero, so the terms related to Y (ℓ) also vanish.

There is a chain map

0 ✲ X
(ℓ−1)
ℓ−1

✲ X
(ℓ−1)
ℓ−2

✲ · · ·

0 ✲ X
(ℓ)
ℓ

❄
✲ X

(ℓ)
ℓ−1/X

(ℓ−1)
ℓ−1

❄
✲ · · ·

· · · ✲ X
(ℓ−1)
0

✲ M/Iℓ−1M ✲ 0

· · · ✲ X
(ℓ)
1 /X

(ℓ−1)
1

❄
✲ IℓM/Iℓ−1M

❄
✲ 0

from X(ℓ−1) to Y (ℓ)/Y (ℓ−1) in which M/Iℓ−1M → IℓM/Iℓ−1M is induced by
m 7→ xℓm and the other vertical maps are induced by ∧xℓeℓ. Consideration of
the defining formula for δk shows that the difference between the compositions

X
(ℓ−1)
i

1M⊗δi✲ X
(ℓ−1)
i−1

∧xℓeℓ✲ X
(ℓ)
i and X

(ℓ−1)
i

∧xℓeℓ✲ X
(ℓ)
i+1

1M⊗δi+1✲ X
(ℓ)
i

lies in X
(ℓ−1)
i , and similarly for the final box, so this diagram commutes. It is

easy to see that the maps ∧xℓeℓ are all isomorphisms. The map M/Iℓ−1M →
IℓM/Iℓ−1M is surjective because (xℓ)+Iℓ−1 = Iℓ and injective because Iℓ−1M :
xℓ = Iℓ−1M . Since the top row is exact, so is the bottom row.

Since M ⊗R R/In =M/InM (Lemma A6.3) we have X(n) =M ⊗R K̃(x),
which leads to the most important case of the last result.

Theorem G6.2. If x1, . . . , xn is a semiregular sequence, then M ⊗R K̃(x) is
acyclic.

An important special case is M = R with In a proper subset of R. Let
Q = R/In. We have R⊗R K̃(x) = K̃(x), so the result above asserts that K̃(x)
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is acyclic. In addition K̃i = R ⊗Z Ei(e1, . . . , en) is a free R-module, so K̃(x)
is a free resolution of Q.

Let N be an R-module. Then

HomR(δn, N) : HomR(K̃n−1(x), N)→ HomR(K̃n(x), N)

is the map g 7→
∑n

h=1(−1)
h+1xhgh if we identify g ∈ HomR(K̃n−1(x), N) with

g = (g1, . . . , gn) ∈ N
n where each gh is the image of e1∧· · ·∧ êh∧· · ·∧en, and

we identify an element of HomR(K̃n(x), N) with the image of e1 ∧ · · · ∧ en.
The image of HomR(δn, N) is contained in HomR(K̃n(x), InN), so when

N = Q we find that HomR(δn, Q) = 0. Combining all this with the definition
of Ext, we have

ExtnR(Q,Q) = Hn(HomR(K̃(x), Q)) = Ker(HomR(δn, Q))

= HomR(K̃n−1(x), Q) = HomR(R
n, Q) = Qn 6= 0.

The projective dimension pdRM of M is, by definition, the smallest n
such that there is a projective resolution

· · · → 0→ Xn → Xn−1 → · · · → X1 → X0 →M → 0

with Xn+1 = 0. The free dimension is defined in the same way, using free res-
olutions instead of projective resolutions. Because free modules are projective,
the free dimension is never less than the projective dimension.

Theorem G6.3. If x1, . . . , xn is a regular sequence and Q = R/(x1, . . . , xn),
then pdRQ = n.

Proof. Theorem G6.2 with M = R gives K̃(x), a resolution

0→ K̃n(x)
δn✲ K̃n−1(x)→ · · · → K̃1(x)

δ1✲ K̃0(x)
ε✲ Q→ 0

of Q, in which each K̃i(x) = R⊗ZEi(y1, . . . , yn) is free and R⊗R K̃(x) = K̃(x)
is acyclic. Thus the free dimension of Q is not greater than n. On the
other hand we showed above that ExtnR(Q,Q) 6= 0. Since ExtR(Q,Q) can be
computed using a projective resolution of Q in the first variable, it follows
that the projective dimension of Q is at least n. Since the free dimension is
at least as large as the projective dimension, the result follows.



Chapter H

Depth and Cohen-Macaulay Rings

We have seen that the local ring at a smooth point of an algebraic variety is
regular. While there are some special properties that distinguish some smooth
points from others, the corresponding algebraic analysis has not been the
central focus of commutative algebra since FAC. Instead, a main concern has
been to study points of varieties that are not smooth, but which nonetheless
enjoy properties that make them well behaved, at least relative to the wealth
of unpleasant things that can happen at singular points. The corresponding
algebraic endeavor has been to study local rings that are not regular, but which
still enjoy attractive properties. In some cases we study rings which are not
themselves local, but whose localizations at maximal ideals have the desirable
features. Thus a regular ring is one whose localization at each maximal ideal
is a regular local ring.

Suppose that R is Noetherian and local, and let d be its Krull dimension.
Proposition H1.7 below implies that there are no R-sequences with more than
d elements. If R is regular, then m is generated by d elements x1, . . . , xd, and
in this circumstance (Corollary F5.5) x1, . . . , xd is an R-sequence. The notion
of a local Cohen-Macaulay ring generalizes this by requiring that there is an
R-sequence with d elements, without requiring that m is generated by such a
sequence. If R is not local, it is a Cohen-Macaulay ring if, for each maximal
ideal m, Rm is a local Cohen-Macaulay ring.

Even though they will not be studied here, we should also mention Goren-
stein rings, which are more general than regular rings and less general than
Cohen-Macaulay rings. (Daniel Gorenstein was fond of saying that he didn’t
understand the definition of a Gorenstein ring, and we won’t bother with it.)
These have also been studied extensively, and encompass a large percentage
of the rings that arise in nature.

H1 Depth

Throughout this section we work with a given R-module M and a given ideal
I, which may be improper. The depth of I on M , denoted by depth(I,M),
is the maximal length of a regular sequence on M whose elements lie in I.
The depth of I is depth(I) = depth(I,R), and the depth of R is depth(R) =
depth(R,R). It is common to define the depth of M to be depth(R,M), but
when M is an ideal this terminology becomes ambiguous, so we will not use
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the term in this sense. Note that if R is local (the most important case) then
depth(R) = depth(m, R) = depth(m).

Earlier we defined the codimension of a prime P to be the Krull dimension
of RP , which is the maximal length of chains of prime ideals descending from
P . The codimension of I is the minimum of the codimensions of the primes
containing I. In much of the literature this is called the height of I. Our
primary aim in this section is to demonstrate a relationship between depth
and codimension.

Our first result shows that the depth of I on M is a geometric concept in
contexts in which there is a bijection between varieties and radical ideals.

Proposition H1.1. If R is Noetherian and M is finitely generated, then
depth(rad(I),M) = depth(I,M).

Proof. If x1, . . . , xn is an M -sequence in rad(I), then xt1, . . . , x
t
n is an M -

sequence for any positive integer t (Proposition G5.4) and for some t it is
contained in I.

Depth can only be increased by localization. The following result has a
basic character, and does not require a Noetherian hypotheses.

Lemma H1.2. If M is finitely generated, P is a prime in its support, and
x1, . . . , xn is an M -sequence in P , then (x1, . . . , xn) is an MP -sequence. Con-
sequently if I ⊂ P , then depth(I,M) ≤ depth(IP ,MP ).

Proof. Since P is in the support of M , PPMp is a proper subset of MP :
otherwise Nakayama’s lemma would imply that MP = 0. Consequently
(x1, . . . , xn)MP ⊂ PPMP 6=MP .

It remains to show that for a given i = 1, . . . , n, xi is not a zerodivisor of
MP /(x1, . . . , xi−1)MP . Suppose that m/s ∈ (x1, . . . , xi−1)MP : xi, so that

xi(m/s) = x1(m1/s1) + · · ·+ xi−1(mi−1/si−1).

Multiplying this by st where t = s1 · · · si−1 gives a relationship

xi(tm) = x1(t1m1) + · · ·+ xi−1(ti−1mi−1)

in M . Since x1, . . . , xi is regular on M there are n1, . . . , ni−1 ∈M such that

tm = x1n1 + · · · + xi−1ni−1.

Now dividing by st shows that m/s ∈ (x1, . . . , xi−1)MP .

Depth is a local property, in the sense that it agrees with the maximum
depth of its various localizations.

Lemma H1.3. If R is Noetherian and M is finitely generated, there is some
maximal ideal m in the support of M such that I ⊂ m and depth(I,M) =
depth(Im,Mm).
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Proof. Let I = (x1, . . . , xn) and let r = depth(I,M). Theorem G4.6 implies
that Hr(M ⊗ K(x1, . . . , xn)) 6= 0. Lemma A5.8 implies that the support
of Hr(M ⊗ K(x1, . . . , xn)) contains maximal ideals. Any such maximal m
contains I because I annihilates H∗(M⊗K(x1, . . . , xn)) (Corollary G3.2) and
for such a m we have

0 6= Hr(M ⊗K(x1, . . . , xn))m = Hr((M ⊗K(x1, . . . , xn))m)

= Hr(Mm ⊗Rm
K(x1, . . . , xn)m)

because localization commutes with homology (Proposition A5.5) and tensor
products (Proposition A6.5). This implies both that m is in the support of
M and (by Theorem G4.6) that depth(Im,Mm) ≤ r. The last result gives the
opposite inequality.

Taking the ideal I to be maximal, we obtain:

Corollary H1.4. If R is Noetherian, M is finitely generated, and m is a
maximal ideal, then depth(m,M) = depth(mm,Mm).

For y ∈ R let (I, y) denote the ideal generated by y and the elements of
I, which is of course the smallest ideal containing both I and y. When R is
local, adjoining an element y ∈ m in this way cannot increase depth by more
than one.

Lemma H1.5. If R is Noetherian and local, M is finitely generated, and
y ∈ m, then

depth((I, y),M) ≤ depth(I,M) + 1.

Proof. Suppose I = (x1, . . . , xn), and set r = depth((I, y),M). Theorem
G4.6 implies that H i(M ⊗K(x1, . . . , xn, y)) = 0 for all i < r. The long exact
sequence given by Proposition G4.1 becomes

0→ H i(M ⊗K(x))
y✲ H i(M ⊗K(x))→ 0

for i < r−1. Since y ∈ m, Nakayama’s lemma implies that H i(M⊗K(x)) = 0
for i < r − 1, so Theorem G4.6 implies that depth(I,M) ≥ r − 1.

Applying the last result, we obtain a relationship between depth and the
length of chains of prime ideals.

Proposition H1.6. Suppose R is Noetherian, M is finitely generated, I con-
tains the annihilator of M , and P = P0 ⊃ P1 ⊃ · · · ⊃ Pℓ is a maximal chain
of prime ideals descending from a prime P that is minimal over I to a prime
Pℓ ∈ Ass(M). Then depth(I,M) ≤ ℓ.
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Proof. We use induction on ℓ. The case ℓ = 0 is trivial: since P is associated
to M , each of its nonzero elements is a zerodivisor, so there is no M -sequence
of positive length contained in I. Suppose that ℓ ≥ 1.

Now (P0)P ⊃ · · · ⊃ (Pℓ)P is a chain of prime ideals of RP and PP is
a minimal prime over IP (Proposition A5.6). Proposition A10.6 implies that
(Pℓ)P is an associated prime ofMP . In addition Lemma H1.2 implies that any
M -sequence in P goes to a MP -sequence in PP . Therefore it suffices to prove
the claim when R is local and I = m, as we now assume. Choose an x ∈ m\P1.
Since m is the only prime containing (P1, x), its image in R/(P1, x) is the
nilradical and consequently nilpotent, because R is Noetherian. Proposition
H1.1 implies that depth(m,M) = depth((P1, x),M), Lemma H1.5 implies that
depth((P1, x),M) ≤ depth(P1,M) + 1, and the induction hypothesis gives
depth(P1,M) ≤ ℓ− 1.

Recall that the codimension of an arbitrary ideal I is the minimum codi-
mension of the primes containing I. The following inequality displays the
depth of I as a variant of codimension.

Proposition H1.7. If R is Noetherian, then depth I ≤ codim I.

Proof. Let P be a prime containing I of minimal codimension; of course P is
minimal over I. The annihilator of R is (0), which is contained in I, and R
itself is a finitely generated R-module, so the hypotheses of Proposition H1.6
hold with M = R. The claim follows from that result because the maximal
length of a chain of prime ideals descending from P to an associated prime of R
is not greater than the maximal length of any chain of prime ideals descending
from P .

H2 Cohen-Macaulay Rings

It seems quite natural to consider the possibility that the inequality in the last
result holds with equality. This thought leads to one of the major definitions
of commutative algebra. The ring R is Cohen-Macaulay if it is Noetherian
and, for every maximal ideal m, the depth of m is equal to the codimension
of m. A regular local ring is Cohen-Macaulay because its unique maximal
ideal satisfies this condition, by virtue of the definition of regularity. The
importance of Cohen-Macaulay rings results from their many nice properties,
which this sections explores a bit, and the fact that they are common in
practice.

Proposition H2.1. If R is Cohen-Macaulay, then depth I = codim I for
every ideal I.

Proof. Lemma H1.2 gives a maximal ideal m containing I such that depth I =
Im, and of course codim I = codim Im. Thus it suffices to prove the claim
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under the hypothesis that R is local and depthm = codimm. Proposition
H1.7 gives depth I ≤ codim I.

When I is m-primary codim I = codimm, and Proposition H1.1 gives
depth I = depthm, so we may assume that this is not the case. Therefore
prime avoidance gives an x ∈ m that is not contained in any prime that is
minimal over I. Lemma H1.5 gives depth I + 1 ≥ depth I + (x). Since R is
Noetherian, we may assume that I is a maximal element of the set of ideals
for which the result fails, so depth I + (x) = codim I + (x).

If the image x̃ of x in R/rad(I) was a zerodivisor, say x̃ỹ = 0 where ỹ 6= 0,
then ỹ would be the image of some y ∈ R \ rad(I), and Corollary A2.9 would
imply that y was outside some prime P that is minimal over I, so that xy ∈
rad(I) ⊂ P , which is impossible. Krull’s principal ideal theorem (Corollary
F6.2) applied to R/rad(I) now gives codim I + (x) = codim I + 1.

Proposition H2.2. The ring R is Cohen-Macaulay if and only if Rm is
Cohen-Macaulay for every maximal ideal m, in which case RP is Cohen-
Macaulay for every prime ideal P .

Proof. If R is Cohen-Macualay and P is a prime, then

codimPP = codimP = depthP ≤ depthPP ≤ codimPP

where the second equality is from the last result, the first inequality is from
Proposition H1.2, and the second is from Proposition H1.6. Since the in-
equality is an equality and PP is the unique maximal ideal of RP , RP is
Cohen-Macaulay.

If Rm is Cohen-Macaulay for every maximal ideal m, then for any such
m we have depth(m, R) = depth(mm, Rm) by Lemma H1.3. Since codimm =
codimmm, it follows that R is Cohen-Macaulay.

Proposition H2.3. If R is Cohen-Macaulay then so is R[X].

Proof. From the last result it suffices to prove that R[X]mX is Cohen-Macaulay
for a given maximal ideal mX of R[X]. The complement of P = mX∩R in R is
contained in the complement of mX in R[X], so R[X]mX = RP [X](R\P )−1mX .
(Very concretely, the set of quotients f/g with f ∈ R[X] and g ∈ R[X] \mX

is the same as the set of quotients f/g with f ∈ (R \ P )−1RP [X] and g ∈
(R\P )−1(R[X]\mX ).) In addition (R\P )−1mX is a maximal ideal of RP [X],
and PP [X] ⊂ (R \ P )−1mX because P [X] ⊂ mX .

Therefore we may assume that R is local with maximal ideal m, and that
m[X] ⊂ mX . Let k and kX be the corresponding residue fields. Our goal
is to show that depthmX = codimmX . Proposition H1.7 gives depthmX ≤
codimmX .

Now R[X]/m[X] = k[X] is a principal ideal domain, so mX/m[X] is gen-
erated by a single polynomial f ∈ R[X], which is to say that mX = m + (f).
We may take f such that the image of f in k[X] in monic.
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If x1, . . . , xn is an R-sequence in m, then it is also a R[X]-sequence be-
cause R[X] is a free R-module. (This is a direct consequence of the defini-
tion of a regular sequence.) For any nonzero g ∈ R[X]/(x1, . . . , xn)R[X] =
(R/(x1, . . . , xn))[X], the product of the leading coefficient of f (which is the
sum of 1 and an element of m) and the leading coefficient of g cannot vanish
in R/(x1, . . . , xn), so (x1, . . . , xn, f) is an R[X]-sequence in mX .

Thus depthmx+1 ≥ depthm+1. Since R is Cohen-Macaulay, depthm =
codimm. The principal ideal theorem (Theorem F6.1) implies that codimm+
1 ≥ codimmX . Combining these gives depthmX ≥ codimmX , as desired.

A ring R is catenary if, for any prime ideals P ⊂ Q, all maximal chains
of prime ideals between P and Q have the same length. If I is an ideal of
R, the primes of R/I are in inclusion preserving bijection with the primes of
R that include I, so two maximal chains between given prime ideals in R/I
are, in effect, maximal chains between prime ideals in R. If P is a prime, the
primes of RP are in bijection with the primes of R that are contained in P ,
so a maximal chain in RP is, in effect, a maximal chain in R. Thus:

Lemma H2.4. If R is catenary, then any quotient of R is catenary, and any
localization of R is catenary.

Proposition H2.5. If R is Cohen-Macaulay and local, then any two maximal
chains of prime ideals have the same length, and every associated prime of R
is minimal.

Proof. We claim that all maximal chains of prime ideals descended from the
maximal ideal m to an associated prime of R have length equal to the Krull
dimension of R. By Proposition H1.6 the length of any such chain is at least
the depth of m, and by hypothesis the depth of m is the codimension of m.

Proposition H2.6. If R is Cohen-Macaulay, then it is caternary.

Proof. If P and Q are primes with Q ⊂ P , then any chain of primes descending
from P to Q can be extended to a maximal chain of primes descended from P ,
so it suffices to show that any two such maximal chains have the same length.
This is true in R if and only if it is true in RP , which Proposition H2.2 and
the last result show to be the case.

A full proof would take us too far afield, but it is worth mentioning that the
converse of Proposition H2.3 also holds: if R[X] is Cohen-Macaulay, then so
is R. Suppose R[X] is Cohen-Macaulay. Then R is Noetherian because R[X]
is. Let m be a maximal ideal of R. Then m+ (X) is a maximal ideal of R[X].
If x1, . . . , xn is an R-sequence in m, then it is an R[X]-sequence in m + (X).
Clearly, X is not a zerodivisor in R[X]/(x1, . . . , xn)R[X], so x1, . . . , xn,X
is an R[X]-sequence in m + (X). Thus depthm + 1 ≤ depthm + (X), and
Lemma H1.5 gives the opposite inequality. The last result implies that any
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two maximal chains of prime ideals in R[X] have the same length. Therefore
codimm + (X) = dimR[X]. If m′ ⊃ P1 ⊃ · · · ⊃ Pk is a maximal chain of
prime ideals of R, then m′+(X) ⊃ m′[X] ⊃ P1[X] ⊃ · · · ⊃ Pk[X] is a maximal
chain of prime ideals in R[X]. (Since it is bulky and suitably challenging, the
verification of this is left as an exercise.) Therefore any two maximal chains
of prime ideals in R have the same length, and codimm = dimR. Exercise 7
on p. 126 of Atiyah and McDonald (1969) gives dimR[X] + 1 = dimR + 1.
Since R[X] is Cohen-Macaulay we have

codimm+ 1 = codimm+ (X) = depthm+ (X) = depthm+ 1.

The ring R is universally catenary if every finitely generated R-algebra is
catenary. Any such algebra is the homomorphic image of R[X1, . . . ,Xn] for
some n, so in view of Lemma H2.4, R is universally catenary if and only if
each R[X1, . . . ,Xn] is catenary. Proposition H2.3 implies that this is the case
if R is Cohen-Macaulay, so:

Proposition H2.7. If R is Cohen-Macaulay, then it is universally caternary.

Proposition H2.8. If R is Cohen-Macaulay and the codimension of I =
(x1, . . . , xn) is n, then R/I is Cohen-Macaulay.

Proof. Any maximal ideal of R/I is m/I for some maximal ideal m of R
that contains I. By Proposition H2.2 it suffices to show that for any such
m, (R/I)m/I is Cohen-Macaulay. We have (R/I)m/I = Rm/IRm, and IRm

is generated by x1, . . . , xn. The codimension of IRm in Rm agrees with the
codimension of I in R, so it is n. Proposition H2.2 implies that Rm is Cohen-
Macaulay. Thus the hypotheses are satisfied with Rm and IRm in place of R
and I, so it suffices to prove the claim with the additional hypothesis that R
is local.

Since R is Noetherian, so is R/I. Corollary G5.3 implies that x1, . . . , xn is
a regular sequence. Extending this to a maximal regular sequence in m shows
that the depthm/I = depthm − n. Since R is Cohen-Macaulay, depthm =
codimm. Since R is local, codimm = dimR. We have dimR/I ≤ dimR − n
because for each i, xi is not contained in any prime that is minimal over
(x1, . . . , xi−1). Since R/I is local, codimm/I = dimR/I. Thus

depthm/I = depthm−n = codimm−n = dimR−n ≥ dimR/I = codimm/I,

and Proposition H1.7 gives the reverse inequality.

Given the intuitive resemblance between the associated primes of an ideal
and the minimal primes over that ideal, it is desirable to have results that give
precise relationships. Consequently the theorem below is quite prominent. We
separate out one part that holds quite generally.
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Lemma H2.9. If I = (x1, . . . , xn) and the codimension of I is n, then all
minimal primes over I have codimension n.

Proof. The codimension of I is by definition the minimum of the codimensions
of the primes containing I, so the codimension of any such prime is at least n.
On the other hand the principal ideal theorem implies that the codimension
of any prime that is minimal over I is at most n.

An ideal I is said to be unmixed if all of its associated primes have the same
codimension. Of course this implies that there are no embedded associated
primes, so, in view of Theorem A10.9, the associated primes are precisely the
primes that are minimal over I.

Theorem H2.10 (Unmixedness Theorem). If R is Noetherian, then it is
Cohen-Macaulay if and only if every ideal that is generated by a number of
generators equal to its codimension is unmixed.

Proof. Suppose that R is Cohen-Macaulay and I = (x1, . . . , xr) has codimen-
sion r. Then R/I is Cohen-Macaulay by Proposition H2.8, and Proposition
H2.5 implies that every associated prime of I is minimal over I. The lemma
above implies that the the codimension of every such prime is r.

Now suppose that for each r, each ideal of codimension r generated by
r elements is unmixed. We will show that for a given prime P , depthP =
codimP . Proposition H1.7 implies that depthP ≤ codimP . Let r = codimP .
Proposition F6.4 implies that there are x1, . . . , xr such that P is minimal over
(x1, . . . , xr). For each i = 1, . . . , r the principal ideal theorem (Theorem F6.1)
implies that codim (x1, . . . , xi) ≤ i, and also that the codimension of the ideal
in R/(x1, . . . , xi) generated by xi+1, . . . , xr is not greater than r − i, but this
codimension is r − codim (x1, . . . , xi), so codim (x1, . . . , xi) = i. Therefore
xi+1 is not contained in any prime that is minimal over (x1, . . . , xi), so the
hypothesis implies that it is not contained in any prime that is associated
to (x1, . . . , xi), and is consequently (Corollary A10.3) not a zerodivisor of
R/(x1, . . . , xi). We have shown that x1, . . . , xr is an R-sequence in P , so
depthP ≥ r.

We can now comment on Serre’s application of these ideas in no. 78. Let
K be a (not necessarily algebraically complete) field, and let m be a maximal
ideal of K[X1, . . . ,Xd]. The images of X1, . . . ,Xd in m/m2 generate it, and
there is no system of generators with fewer elements, so they are a basis of
this vector space. Proposition A2.15 (Nakayama’s lemma) implies that m is
generated by the images of X1, . . . ,Xd, so K[X1, . . . ,Xd]m is a regular local
ring. Since m was arbitrary, K[X1, . . . ,Xd] is a regular ring, hence Cohen-
Macaulay.

The ring R is a complete intersection if R = K[X1, . . . ,Xd]/(x1, . . . , xn) for
some regular sequence x1, . . . , xn ∈ K[X1, . . . ,Xd]. Proposition F6.3 implies
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that the codimension of (x1, . . . , xn) is n, so Proposition H2.8 implies that R
is Cohen-Macaulay. The unmixedness theorem implies that (0) is unmixed,
which is to say that all the primes associated to (0) have the same codimension.
In general all minimal primes are associated, so the minimal primes are the
only associated primes.





Chapter I

Global Dimension

The global dimension of R, denoted by gl dimR, is defined to be the maximal
projective dimension of any R-module. This concept is central in the applica-
tions of homological algebra to commutative algebra that were developed in
the 1950’s, largely as a result of the efforts of Auslander, Buchsbaum, Car-
tan, Eilenberg, and Serre himself. We will see several famous results. The
Hilbert syzygy theorem can be understood as asserting that if R is Noetherian
and local, then its global dimension is pdR k. It will turn out that such an R
is regular if and only if these quantities are finite. These findings will be key
steps on our path to the book’s pinnacle result, which is that a regular local
ring is factorial.

I1 Auslander’s Theorem

From a technical point of view, the analysis of global dimension revolves
around the following result.

Theorem I1.1 (Auslander). The following are equivalent:

(a) gl dimR ≤ n;

(b) pdRR/I ≤ n for every ideal I ⊂ R;

(c) the injective dimension of every R-module M is ≤ n;

(d) ExtiR(M,N) = 0 for all R-modules M and N and all i > n.

The proof utilizes a result of independent interest.

Proposition I1.2. An R-module X is injective if Ext1R(R/I,X) = 0 for all
ideals I ⊂ R.

Proof. Let I be an ideal of R. The inductive construction in the proof of
Lemma C1.1 gives a free resolution

· · · → F2
d2✲ F1

d1✲ R ✲ R/I → 0.

Since Ext1R(R/I,X) = 0, the image of HomR(d1,X) is the entire kernel of
HomR(d2,X), so whenever ϕ : F1 → X is a map with ϕ ◦ d2 = 0, there is

207
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a ψ : R → X such that ϕ = ψ ◦ d1. More concretely, whenever the kernel
of ϕ contains Im d2 = Ker d1, so that ϕ may be thought of as a map from
F1/Ker d1 = I to X, there is an extension to R. This is Baer’s criterion.

Proof of Theorem I1.1. Clearly (a) implies (b), and (c) implies (d) because
any injective resolution can be used to compute ExtR(M,N). We will show
that (b) implies (c) and that (d) implies (a).

Suppose that (b) holds, and let

0→ N → I0 → · · · → In−1 → X → 0

be an exact sequence with I0, . . . , In−1 injective. For any ideal I the iter-
ated connecting homomorphism derived from ExtR(R/I, –) (in particular the
discussion following Proposition D4.2) gives

Ext1R(R/I,X) ∼= Extn+1
R (R/I,N) = 0

where the equality follows from the hypothesis. Since this is true for every
ideal I, the last result implies thatX is injective, so the sequence is an injective
resolution of N .

Now suppose that (d) holds. Let M be any R-module, and let

0→ X → Pn−1 → · · · → P0 →M → 0

be an exact sequence in which P0, . . . , Pn−1 are projective. For any R-module
N dimension shifting (Proposition D4.2) gives an isomorphism Ext1R(X,N) ∼=
Extn+1

R (M,N) = 0, so Proposition D6.1 implies that X is projective. There-
fore pdRM ≤ n.

I2 Minimal Free Resolutions

Insofar as the definition of free dimension asks for smallest i for which there is
a free resolution with Fi+1 = 0, it makes sense to study free resolutions that
do not have any excess baggage. An R-module homomorphism ϕ : A→ B is
slender if there is a minimal set of generators of A that is mapped injectively
to a minimal set of generators of the image of ϕ. Fix an R-module M and a
free resolution

F : · · · → F2
ϕ2✲ F1

ϕ1✲ F0
ϕ0✲ M → 0.

We say that F is minimal if each ϕi is slender.

Lemma I2.1. If R is Noetherian and M is finitely generated, then M has a
minimal free resolution.
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Proof. We begin by choosing a minimal system of generators forM and letting
F0 be the free R-module on these generators. Because R is Noetherian, F0 is
Noetherian (Proposition A4.6) so the kernel of F0 →M is finitely generated.
We let F1 be the free R-module on a minimal set of generators for this kernel,
and we continue in this fashion.

Lemma I2.2. If R is Noetherian, M is finitely generated, and F is minimal,
then each Fi is finitely generated.

Proof. This follows from induction on i, taking F−1 = M : since ϕi maps a
minimal set of generators of Fi injectively to a minimal set of generators of
Fi−1, if Fi−1 is finitely generated, then so is Fi.

Proposition I2.3. If R is local and M and each Fi are finitely generated,
then F is minimal if and only if ϕi+1(Fi+1) ⊂ mFi for all i ≥ 0.

Proof. Fixing a particular i, let γ be the surjection

Fi/mFi → (Cokerϕi+1)/m(Cokerϕi+1)

induced by Fi → Cokerϕi+1. The image of γ is Fi/(mFi + Im(ϕi+1)), so the
image of ϕi+1 is contained in mFi if and only if γ is an isomorphism. Recall
that for any R-module N , N/mN is a vector space over k, so γ is a linear
transformation.

Let x1, . . . , xk be a minimal system of generators for Fi. Let x̃1, . . . , x̃k
be the images of x1, . . . , xk in Cokerϕi+1, and let v1, . . . , vk be the images in
Fi/mFi.

First suppose the resolution is minimal. Since ϕi is slender we can choose
x1, . . . , xk that are mapped injectively to a minimal set of generators of the
image of ϕi. Since ϕi induces an isomorphism between Cokerϕi+1 and the
image of ϕi, x̃1, . . . , x̃k is a minimal set of generators of Cokerϕi+1. Now
γ(x̃1), . . . , γ(x̃k) is a set of generators of the image of γ that is minimal. (Oth-
erwise Nakayama’s lemma (Theorem A2.13) would imply that x̃1, . . . , x̃k was
not minimal for Cokerϕi+1.) Since γ maps each vi to γ(x̃i), it is a linear
isomorphism.

Conversely suppose γ is an isomorphism. Nakayama’s lemma implies that
v1, . . . , vk is minimal for Fi/mFi, hence a basis of this space, so γ(v1), . . . , γ(vk)
is a basis. Applying Nakayama’s lemma once more, x̃1, . . . , x̃k is a minimal
collection of generators for Cokerϕi+1. It follows that x1, . . . , xk map to a
minimal collection of generators of the image of ϕi.

A trivial complex is a direct sum of complexes of the form · · · → 0 →

R
1R✲ R→ 0→ · · · . Evidently a free complex has no homology. When R is

local there is a converse.
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Lemma I2.4. If R is local and

H : · · · → Hi
ρi✲ Hi−1 → · · · → H1

ρ1✲ H0 → 0

is a free resolution of the zero module with each Hi finitely generated, then H
is trivial.

Proof. Let v1, . . . , vk be a basis of H0/mH0. The map H1/mH1 → H0/mH0

is a linear surjection, so there is a preimage w1, . . . , wk of v1, . . . , vk, and this
can be extended to a basis w1, . . . , wn of H1/mH1. By Nakayama’s lemma
a preimage x1, . . . , xn of this in H1 is a minimal system of generators of H1.
Corollary A3.4 implies that these generators generate H1 freely. Another
application of Nakayama’s lemma implies that x1, . . . , xk map to a system
of generators of H0. Again, these generators generate H0 freely, so inverting
this gives a map that splits ρ1. Therefore H1 = H ′

1 ⊕H
′
0 where ρ1 maps H ′

0

isomorphically and is zero on H ′
1, and H

′
1 is freely generated. We can apply

the same argument to · · · → H3 → H2 → H ′
1 → 0, and so forth.

Proposition I2.5. If R is local, M is finitely generated, F is a minimal free
resolution of M , and

G : · · · → Gi
ψi✲ Gi−1 → · · · → G1

ψ1✲ G0
η✲ M → 0

is any free resolution of M with each Gi finitely generated, then G is iso-
morphic to the direct sum of F and a trivial complex. Any two minimal free
resolutions are isomorphic.

Proof. Lemma C3.1 gives chain maps α : F → G and β : G→ F that extend
the identity onM , and it implies that for any such α and β, β◦α is homotopic
to 1F , so there are maps si : Fi → Fi+1 such that 1Fi−βiαi = ϕi+1si+si−1ϕi.
Proposition I2.3 implies that the images of ϕi+1 and ϕi are contained in mFi
and mFi−1 respectively, and si−1(mFi−1) ⊂ mFi, so the image of 1Fi − βiαi is
contained in mFi.

Relative to any system of generators of Fi, βiαi is represented by a matrix
with entries in R. The image in k of the determinant of this matrix is 1, so
the determinant is a unit in R and consequently Cramer’s rule gives an inverse
γi. Of course the various γi constitute a chain map γ : F → F , and γβ is a
splitting chain map for α.

Let H be the cokernel of α. Then G ∼= F ⊕ H and the homomology of
G is the direct sum of the homology of F and the homology of H. Since α
induces an isomorphism between the homology of F and the homology of G,
H has no homology, and is trivial by Lemma I2.4.

If G is another minimal free resolution of M , this result gives an isomor-
phism between F and G. In this sense we may speak of the minimal free
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resolution of M . One may suspect that the requirement that it have no ho-
mology makes the minimal free resolution large relative to chain complexes
that end at M and do not contain trivial complexes. The following is a result
of this sort.

Proposition I2.6. If R is Noetherian and local, and x1, . . . , xn is a minimal
set of generators of m, then the extended Koszul complex

K̃(x) : 0→ K̃n(x)
δn✲ · · ·

δ1✲ K̃0(x)
δ0✲ k → 0

(where x = (x1, . . . , xn)) is isomorphic to a subcomplex of the minimal free
resolution of k.

Proof. Let F : · · · → F2
ϕ2✲ F1

ϕ1✲ F0
ϕ0✲ k → 0 be the minimal free

resolution. Since this complex is exact and each K̃i(x) is free, Lemma C3.1
gives a chain map f : K̃(x) → F extending the identity function on k. We
will show that each fi : K̃i(x)→ Fi injective.

Observe that the image of δ1 is the kernel m of δ0 and (because x1, . . . , xn
is minimal) K̃1(x) → K̃0(x) → k → 0 could be extended to a minimal free
resolution. The method of proof of Lemma C3.1 is inductive, and could be
used to extend f0 and f1 to a chain map from this resolution to F , at which
point the last result would imply that this chain map was an isomorphism.
Consequently f0 and f1 are isomorphisms. By induction we may assume that
fi−1 is injective, and our goal is to show that fi injective. Since it is true of f0
and f1, we may assume that fi−1 splits, provided we can show that fi splits.

It will be enough to show that the quotient map f̃i : K̃i(x)/mK̃i(x) →
Fi/mFi is injective. To see why, suppose that this is the case, ṽ1, . . . , ṽk is
a basis of the domain, and w̃j = f̃i(ṽj). Choose representatives v1, . . . , vk ∈
K̃i(x), let wj = fi(vj) , choose w̃k+1, . . . , w̃n such that w̃1, . . . , w̃n is a basis,
and choose representatives wk+1, . . . , wn ∈ Fi. Nakayama’s lemma implies
that w1, . . . , wn is a system of generators of Fi, and in fact (Corollary A3.4)
they generate it freely, so r1w1 + · · · rnwn 7→ r1v1 + · · · rkvk is a well defined
splitting map for fi.

Since F is minimal, the image of ϕi is contained in mFi−1, so there is an
induced map ϕ̃i : Fi/mFi → mFi−1/m

2Fi−1, and it suffices to show that ϕ̃i ◦ f̃i
is injective. From the definition of δi we have δi(K̃i(x)) ⊂ mK̃i−1(x), so there
is an induced map δ̃i : K̃i(x)/mK̃i(x) → mK̃i−1(x)/m

2K̃i−1(x). There is also
an induced map f̂i−1 : mK̃i−1(x)/m

2K̃i−1(x) → mFi−1/m
2Fi−1. Since fi−1

splits, the elements that it maps to m2Fi−1 are precisely those in m2K̃i−1(x),
so f̂i−1 is injective. Of course ϕ̃i ◦ f̃i = f̂i−1 ◦ δ̃i, so it now suffices to show
that δ̃i is injective.

Identifying (Lemma A6.3) K̃i(x)/mK̃i(x) and mK̃i−1(x)/m
2K̃i−1(x) with

k ⊗R ∧
iRn and m/m2 ⊗R ∧

i−1Rn respectively, δ̃i is

∑

j1<···<ji

aj1···jkej1 ∧ · · · ∧ eji 7→
∑

j1<···<ji

aj1···jk

i∑

s=1

x̃js ⊗ ej1 ∧ · · · ∧ êjs ∧ · · · ∧ eji
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where x̃1, . . . , x̃n are the images of x1, . . . , xn in m/m2. Since x1, . . . , xn is
minimal, x̃1, . . . , x̃n is a basis of this k-vector space, so the right hand side is
zero only when every aj1···ji vanishes.

I3 The Hilbert Syzygy Theorem

In this section we show that gl dimK[X1, . . . ,Xn] = n, which is a variant of
Hilbert’s syzygy theorem.

Proposition I3.1. If R is Noetherian and local, M is a finitely generated
R-module, and

F : 0→ Fn → · · · → F0
ε✲ M → 0

is a minimal free resolution of M , then n is the free dimension of M , which
agrees with the projective dimension of M . In addition, n ≤ pdR k.

Proof. Of course the free dimension of M cannot be greater than n. By
definition TorR(k,M) is the homology of the complex

· · · → k ⊗R F2
1⊗R ϕ2✲ k ⊗R F1

1⊗R ϕ1✲ k ⊗R F0 → 0.

Proposition I2.3 gives ϕi+1(Fi+1) ⊂ mFi for all i, which implies that each of
the maps in this complex is zero: for example, an image of 1 ⊗R ϕi lies in
k ⊗R mFi−1 = mk ⊗R Fi−1, and mk = m(R/m) = 0. Therefore TorRn (k,M) =
k ⊗R Fn 6= 0. Since any projective resolution of M could be used to compute
TorRn (k,M), it follows that pdRM ≥ n.

On the other hand a projective resolution of k can be used to compute
TorR(k,M), so TorRn+1(k,M) = 0 implies that n ≤ pdR k.

Suppose that R is Noetherian and local. For any ideal I, R/I is finitely
generated (1 + I is a generator) so Lemma I2.2 implies that R/I has a mini-
mal free resolution, and the last result implies that pdRR/I ≤ pdR k. Con-
sequently Auslander’s theorem implies that gl dimR ≤ pdR k. The opposite
inequality holds by definition, so:

Proposition I3.2. If R is a Noetherian local ring, then gl dim R = pdR k.

Corollary I3.3. If R is regular, then its dimension is equal to its global
dimension.

Proof. If x1, . . . , xn generate m, then the Koszul complex K(x1, . . . , xn) is a
minimal free resolution of k. Thus the dimension n of R agrees with pdR k,
which is the global dimension of R.

If k is a field, then k[X1, . . . ,Xn] is Noetherian (Hilbert basis theorem)
and local with maximal ideal (X1, . . . ,Xn) and residue field k. In addition,
X1, . . . ,Xn is a regular sequence on k[X1, . . . ,Xn] that lies in (X1, . . . ,Xn).
Combining the last result with Theorem G6.3 yields:
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Theorem I3.4 (Hilbert Syzygy Theorem). For any field k and any integer
n ≥ 0,

gl dim k[X1, . . . ,Xn] = pdk[X1,...,Xn]k = n.

I4 The Auslander-Buchsbaum Formula

Theorem I4.1 (Auslander-Buchsbaum Formula). If R is Noetherian and lo-
cal, and M 6= 0 is a finitely generated R-module of finite projective dimension,
then

pdRM = depth(m, R)− depth(m,M).

Proof. We argue by induction on pdRM . This is zero if and only if M is
free, in which case the M -sequences in m are precisely the R-sequences in m.
Therefore suppose that pdRM > 0.

Lemma I2.2 gives a minimal free resolution of M , say

0→ Fn → · · · → F1 → F0 →M → 0.

Let N be the image of F1 → F0. Then

0→ Fn → · · · → F1 → N → 0

is a minimal free resolution of N . From Proposition I3.1 we have pdRM =
pdRN + 1, so it suffices to show that depth(m,M) = depth(m, N)− 1.

Let d = depth(m, N) and d′ = depth(m, R). Let x = (x1, . . . , xr) be
a system of generators for m. By Theorem G4.6 it suffices to show that
H i(M ⊗R K(x)) = 0 for all i < d − 1 and Hd−1(M ⊗R K(x)) 6= 0. There is

a short exact sequence 0 → N
ϕ✲ F0 → M → 0 which gives rise to a long

exact sequence

· · · → H i(F0 ⊗R K(x))→ H i(M ⊗R K(x))→ H i+1(N ⊗R K(x))

→ H i+1(F0 ⊗R K(x))→ · · · .

Theorem G4.6 implies that H i(N⊗RK(x)) = 0 for all i < d and Hd(N⊗R
K(x)) 6= 0. By the induction hypothesis, depth(m, R) ≥ depth(m, N). As we
argued at the outset, since F0 is free we have depth(m, F0) = depth(m, R).
The result in this case has already been established, so H i(F0 ⊗R K(x)) = 0
for all i < d′ and Hd′(F0 ⊗R K(x)) 6= 0.

For i < d − 1 the sequence above now gives H i(M ⊗R K(x)) = 0. In
addition, Hd−1(M⊗RK(x)) 6= 0 will follow if we show that Hd(N⊗RK(x))→
Hd(F0 ⊗R K(x)) is zero. When d′ > d this is the case because Hd(F0 ⊗R
K(x)) = 0.
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Therefore we may suppose that d′ = d, so now the induction hypothesis
gives pdRN = 0. In the last section we saw that the projective dimension of
N is the free dimension, so N is free. Therefore

Hd(N⊗RK(x)) = N ⊗RH
d(K(x)) and Hd(F0⊗RK(x)) = F0⊗RH

d(K(x)).

(The calculation H∗(Rn ⊗R X) = H∗(Xn) = (H∗(X))n = Rn ⊗R H
∗(X) is

valid for any cochain complex and any n.) Now ϕ is the inclusion of N in F0,
and since the resolution is minimal, N ⊂ mF0. Corollary G3.2 implies that
Hd(K(x)) is annihilated by elements of m, so N ⊗RH

d(K(x)) vanishes inside
F0 ⊗R H

d(K(x)).

The following famous criterion for regularity of a Noetherian local ring is
due to Auslander-Buchsbaum and Serre.

Theorem I4.2. If R is Noetherian and local, then the following are equivalent:

(a) R has finite global dimension;

(b) pdR k <∞;

(c) R is regular.

Proof. When R is regular its global dimension is equal to its dimension (Corol-
lary I3.3) which is finite. Of course (a) implies (b) by definition. It remains to
show that (b) implies (c), so suppose pdR k <∞. The Auslander-Buchsbaum
formula gives pdR k = depth(m, R).

Let x1, . . . , xn be a minimal set of generators of m; showing that dimR = n
will fulfill the definition of regularity. The principal ideal theorem (specifically
Corollary F4.10) gives dimR ≤ n. In conjunction with de Rham’s theorem
(Theorem G4.4) Proposition H1.7 implies that depth(m, R) ≤ codimm =
dimR, so it suffices to show that pdR k ≥ n, but this follows from Proposi-
tion I3.1 (pdR k is the free dimension of k) and Proposition I2.6 (the Koszul
complex K̃(x1, . . . , xn) embeds in the minimal free resolution of k).

Corollary I4.3. If R is regular and P is a prime, then RP is regular.

Proof. In view of the last result it suffices to show that RP has finite global
dimension, and from Proposition I3.1 it suffices to prove that the residue field
RP /PP has finite projective dimension. Since R is a regular local ring, it has
finite global dimension, so R/P has a finite free resolution as an R-module.
Since localization at P is an exact functor (Proposition A5.1) and FP is a
free RP -module whenever F is a free R-module (if Rn → F → 0 is exact,
then so is RnP → FP → 0) localization of this gives a finite free resolution of
(R/P )P = RP /PP as an RP -module.



I5. A CHARACTERIZATION OF PROJECTIVITY 215

I5 A Characterization of Projectivity

This section develops one of the results supporting the argument in the next
section. It is a simple and seemingly quite natural characterization of projec-
tive modules, but its proof is quite subtle.

Lemma I5.1. If S is an R-algebra, there is a natural transformation α from
the bifunctor S ⊗R HomR(–, –) to the bifunctor HomS(S ⊗R –, S ⊗R –) given
by the S-module homomorphisms

αM,N : S ⊗R HomR(M,N)→ HomS(S ⊗RM,S ⊗R N)

that take 1⊗ ϕ in the domain to itself, regarded as an element of the range.

Proof. Clearly the homomorphisms αM,N are well defined. If f : M → M ′ is
a R-module homomorphism and ϕ′ ∈ HomR(M

′, N), then

αM,N ◦ (S ⊗R HomR(f,N)) and HomS(S ⊗R f, S ⊗R N) ◦ αM ′,N

both take 1⊗ ϕ′ to (1 ⊗ ϕ′) ◦ (1 ⊗ f) = 1 ⊗ (ϕ′ ◦ f). The proof of naturality
with respect to the second argument is similar.

Proposition I5.2. Under the hypotheses of the last result, if S is a flat R-
module and M is finitely presented, then αM,N is an isomorphism.

Proof. If Rq → Rp →M → 0 is a finite presentation of M , the right exactness
of the tensor product gives an exact sequence

S ⊗R R
q → S ⊗R R

p → S ⊗RM → 0,

and the left exactness of HomR(–, N) and HomS(–, S ⊗R N) give exact se-
quences

0→ HomR(M,N)→ HomR(R
p, N)→ HomR(R

q, N)

and
0→ HomS(S ⊗RM,S ⊗R N)→ HomS(S ⊗R R

p, S ⊗R N)

→ HomS(S ⊗R R
q, S ⊗R N).

Since S is flat, tensoring with the first of these gives an exact sequence

0→ S ⊗R HomR(M,N)→ S ⊗R HomR(R
p, N)→ S ⊗R HomR(R

q, N).

We now form the commutative diagram whose top row is the last exact se-
quence, whose bottom row is the immediately preceeding sequence, and whose
vertical maps are given by α.

It is easy to see that αR,N is in effect the identity map on S⊗RN . Insofar
as Hom commutes with direct sums, it follows that for any n, αRn,N is an
isomorphism. Thus the two right hand vertical maps in this diagram are
isomorphisms, so the claim follows from the five lemma after we add a pair of
zeros on the left.
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If S is a multiplicatively closed subset of R, then S−1R is flat (Proposition
A6.8) so the last result gives:

Corollary I5.3. If S is a multiplicatively closed subset of R and M and N
are R-modules with M finitely presented, then

HomS−1R(S
−1M,S−1N) ∼= S−1HomR(M,N).

The following result was shown by Kaplansky to not require the hypothesis
of finite generation, but the proof becomes much harder.

Lemma I5.4. If R is a local ring and M is a finitely generated projective
R-module, then M is free.

Proof. Let 0 → K → F → M → 0 be an exact sequence with F a free
module with a minimal number of generators x1, . . . , xn. Nakayama’s lemma
(Theorem A2.13) implies that a minimal set of generators of M go to a basis
of M/m. It follows that F/mF → M/mM is a linear isomorphism, and in
particular, if

∑
i aixi maps to 0 ∈ M , then ai ∈ m for all i. That is, the

image of K is contained in mF . Since M is projective, (b) of Proposition
B7.2 implies that the sequence splits, so there is a map ψ :M → F such that
F = K ⊕ ψ(M). Thus K = mK, and there is a surjection F → K, so K is
finitely generated. Consequently Nakayama’s lemma implies that K = 0.

Theorem I5.5. If M is a finitely presented R-module, then M is projective
if and only if for all maximal ideals m, Mm is a free Rm-module.

Proof. First suppose that M is projective, and let m be a maximal ideal.
Then M is a direct factor of a free module, so there is a short exact sequence

0 → K
i✲ F

p✲ M → 0 with F free and a splitting map q : M → F .
Since localization at m is an exact functor (Proposition A5.1) the sequence

0→ Km
im✲ Fm

pm✲ Mm → 0 is exact, and pm ◦ qm = 1Mm
. Of course Fm is

free, so Mm is a projective Rm-module, hence free by the last result.
Now suppose that for any maximal ideal m, Mm is a free Rm-module. We

need to show that for any surjectionN → N ′, the cokernel C of HomR(M,N)→
HomR(M,N ′) is zero. There is an exact sequence

HomR(M,N)→ HomR(M,N ′)→ C → 0,

and since localization is an exact functor, for each maximal ideal m there is
an exact sequence

HomR(M,N)m → HomR(M,N ′)m → Cm → 0.

Corollary I5.3 gives a natural equivalence between the functors HomR(M, –)m
and HomRm

(Mm, –m), so the first map is surjective if and only if

HomRm
(Mm, Nm)→ HomRm

(Mm, N
′
m)
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is surjective. But Nm → N ′
m is surjective because localization at m is an exact

functor, andMm is free and consequently projective, so this homomorphism is
surjective. Thus Cm = 0. Since this is true for every maximal ideal m, Lemma
A5.8 implies that C = 0.

I6 Factoriality of Regular Local Rings

An R-module is stably free if the direct sum with some free R-module is free.
The following observation is due to Serre.

Proposition I6.1. A projective R-module M is stably free if it has a finite
free resolution F : 0→ Fn → · · · → F0 →M → 0.

Proof. For i = 0, 1, 2, . . . let Mi be the image of Fi+1. Since M is projective,
F0 → M splits, so (up to isomorphism) F0 = M ⊕M0, and M0 is projective.
By induction, for all i, Mi is projective, Fi+1 =Mi ⊕Mi+1, and thus Mi+1 is
projective. We now have

M ⊕ F1 ⊕ F3 ⊕ · · · =M ⊕ (M0 ⊕M1)⊕ (M2 ⊕M3)⊕ · · ·

∼= (M ⊕M0)⊕ (M1 ⊕M2)⊕ · · · = F0 ⊕ F2 ⊕ · · · .

In one case a stably free module is free.

Lemma I6.2. If R is an integral domain and M is an R-module such that,
for some n, M ⊕Rn−1 ∼= Rn, then M ∼= R.

Proof. We have

R ∼= ∧nRn ∼= ∧n(M ⊕Rn−1) ∼= ⊕ni=0(∧
iM ⊗R ∧

n−iRn−1).

Since M ⊗R ∧
n−1Rn−1 = M ⊗R R = M , we have R ∼= M ⊕ N for some

R-module N , and it suffices to show that N = 0. Let K be the field of
fractions of R. Then K = R ⊗R K = M ⊗R K ⊕ N ⊗R K is a vector space
of rank 1, so either M = 0 or N = 0. To rule out M = 0 we observe that
Kn = Rn⊗RK = (M ⊕Rn−1)⊗RK =M⊗RK⊕K

n−1 = Kn−1 is impossible
by linear algebra.

Corollary I6.3. If R is an integral domain and I 6= 0 is a stably free ideal,
then I is principal.

Proof. Let K be the field of fractions of R. Since I 6= 0, I ⊗R K ∼= K. If
I ⊕ Rm ∼= Rn, then tensoring with K reveals that m = n − 1, and we may
apply the last result.
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Lemma I6.4. If R is a Noetherian integral domain, x is a prime element, P
is a codimension 1 prime of R, and PR[x−1] is a (possibly improper) principal
ideal of R[x−1], then P is principal.

Proof. First suppose that PR[x−1] = R[x−1]. Then f(x−1) = 1 for some
polynomial f with coefficients in P , and multiplying by a suitable power of x
shows that xk ∈ P for some positive k. Since P is prime, x ∈ P , and since x
is prime, (x) is a prime ideal. Furthermore, P is minimal over (x) because its
codimension is one, whence P = (x).

Therefore we may suppose that PR[x−1] is a proper ideal. By assumption
PR[x−1] = aR[x−1] for some a, which may be taken in R because x is a unit
in R[x−1]. Among such a ∈ R we can choose one such that aR is maximal.

First suppose that a = a′x for some a′ ∈ R. Then a′ ∈ P because P is
prime, whence (a′) = (a), so a′ = ay for some y. This gives a = ayx and
xy = 1, but by assumption x is not a unit in R.

Therefore a /∈ (x). We will show that aR = P . Consider y ∈ P . Since
y ∈ PR[x−1], xny = ra for some r ∈ R and n ≥ 0, which we may assume is
minimal. But x is prime and a /∈ (x), so if n > 0, then r is divisible by x, say
r = qx. Then xn−1y = qa, contrary to minimality.

Proposition I6.5. If R is a Noetherian integral domain, x is a prime element,
and R[x−1] is factorial, then R is factorial.

Proof. In view of the ‘if’ part of Proposition F6.5, it suffices to show that
if a given prime P of R has codimension 1, then it is principal. If x ∈ P ,
then (x) ⊂ P , and (x) is not minimal, so its codimension is positive, and
consequently P = (x).

Now suppose that x /∈ P . Since P is prime, P ∩ {1, x, x2, . . .} = ∅. Insofar
as the primes of R[x−1] are the QR[x−1] for those primes Q of R that do not
intersect {1, x, x2, . . .} (Proposition A5.6) the codimension of PR[x−1] is 1.
Since R[x−1] is factorial, the ‘only if’ part of Proposition F6.5 implies that
PR[x−1] is principal, and the last result implies that P is principal.

Theorem I6.6 (Nagata, Auslander-Buchsbaum). If R is a regular local ring,
then it is factorial.

Proof. We argue by induction on the dimension of R. If the dimension is zero,
then R is a field, and automatically a UFD. By induction we may assume that
the claim has already been established for all regular local rings with dimension
less than dimR.

Let x be an member of a set of dimR elements of m that generate m. Then
R/(x) is local with maximal ideal m/(x). By the principal ideal theorem,
the codimension of (x) is at most one, so dimR/(x) ≥ dimR − 1. Since
m/(x) can be generated by dimR − 1 elements, dimR/(x) ≤ dimR − 1, so
dimR/(x) = dimR − 1, and R/(x) is regular. Therefore R/(x) is factorial.
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Since it is an integral domain, (x) is a prime ideal, i.e., x is a prime element.
By the last result it suffices to show that R[x−1] is factorial, or equivalently
(Proposition F6.5) that each of its codimension 1 primes is principal.

As we mentioned above, the primes of R[x−1] are the P ′R[x−1] for those
primes P ′ of R that do not intersect {1, x, x2, . . .}. Suppose that P = P ′R[x−1]
has codimension one. Below we will show that P is a projective R[x−1]-
module. To see that this suffices note that P ′ has a finite free resolution
(Proposition I3.1 and Theorem I4.2) and localizing it gives a finite free reso-
lution of P . (This was explained at the end of the proof of Corollary I4.3.)
Then Proposition I6.1 implies that P is stably free, after which it is principal
by Corollary I6.3.

Of course P is a finitely presented R[x−1]-module (Proposition A4.7) so
Theorem I5.5 implies that P is projective if and only if, for each maximal
ideal Q = Q′R[x−1] of R[x−1], PQ is a free R[x−1]Q-module. Note that

R[x−1]Q = ((R \Q′) · {1, x, x2, . . .})−1R

is a localization of R, and is consequently regular by Corollary I4.3. In view
of the characterization of the primes of R[x−1], its dimension is less than the
dimension of R, so it is factorial. If P ′ ⊂ Q′, then PQ is a codimension 1
prime of R[x−1]Q, so it is principal, and if P ′ is not contained in Q′, then
PQ = R[x−1] = (1).

This argument is due to Kaplansky. Nagata (1958) had shown that if the
result held for rings of dimension three, then it held in all higher dimensions,
and Auslander and Buchsbaum (1959) then proved the low dimensional cases.
(One may suspect that the standard attribution of the result to Auslander and
Buchsbaum unfairly slights Nagata’s contribution.) In spite of its complexity
and sophistication, the argument presented here is nevertheless a considerable
improvement on that convoluted situation. Additional information can be
found on pp. 130–131 of Kaplansky (1974).
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What It’s All About

Although the definition of a sheaf is fairly straightforward, just why these
are useful bundles of mathematical information is not obvious at the begin-
ning. In order to give some concrete sense of where things are headed we
develop some simple examples, using them to briefly illustrate the main con-
cepts. Roughly, our objective here is to create an initial acquaintance with
the concepts “sheaf,” “coherent,” and “algebraic,” and to indicate the sorts
of information one might hope to get from cohomology.

The following discussion is at the beginning of the theory of Riemann
surfaces, and we will presume some knowledge of complex analysis, and the
definition of a smooth (that is, C∞) manifold. The presentation is as stripped
down as possible; in particular differential k-forms for k > 2 could be defined,
and all operations and properties generalized beyond the special cases we
consider, without any additional concepts, but it would greatly complicate
the algebra.

Let X be an n-dimensional C∞ manifold. For every open U ⊂ X let C∞
U

be the set of C∞ functions f : U → R. This is a commutative ring with
unit. If U ′ ⊂ X is another open set containing U , there is a unitary ring
homomorphism ϕU

′

U : C∞
U ′ → C∞

U that takes f to f |U . Intuitively we think of
the sheaf of C∞ real valued functions on X as the collection of all such objects
C∞
U and ϕU

′

U .

However, there is a different point of view that Serre takes as primary.
Two C∞ functions f ∈ C∞

U and f ′ ∈ C∞
U ′ have the same germ at x ∈ U ∩ U ′

if they agree on some neighborhood of x. This is an equivalence relation,
and the equivalence classes are the germs of C∞ functions at x. Let C∞

x

be this space of germs, and if f ∈ C∞
U and x ∈ U , let fx be the germ of f

at x. With addition and multiplication defined in the obvious ways, C∞
x is

a commutative ring with unit. For Serre the sheaf of C∞ functions on X is⋃
x∈X C

∞
x endowed with the topology whose open sets are the unions of the

sets of the form { fx : x ∈ U } where f ∈ C∞
U .

To have a richer collection of examples, with some less trivial operations,
we develop some spaces of differential forms, using methods that are concrete
and quite old fashioned. (Doing things in a more modern manner has up
front costs that we wish to avoid.) We regard forms as systems of numerical
functions defined on each possible coordinate chart, where the functions on
different charts are related by certain transformation laws.
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Let V, V ′, V ′′ ⊂ Rn be open with typical elements (x1, . . . , xn), (x
′
1, . . . , x

′
n),

and (x′′1 , . . . x
′′
n). Let T ′ : V ′′ → V ′ and T : V ′ → V be C∞ diffeomorphisms.

Written in terms of the coordinates,

T (x′1, . . . , x
′
n) = (x1(x

′
1, . . . , x

′
n), . . . , xn(x

′
1, . . . , x

′
n))

and

T ′(x′′1 , . . . , x
′′
n) = (x′1(x

′′
1 , . . . , x

′′
n), . . . , x

′
n(x

′′
1 , . . . , x

′′
n)).

Furthermore, there are partial derivatives ∂xi
∂x′j

and
∂x′j
∂x′′k

.

A C∞ 0-form on V is a C∞ function f : V → R. For such an f we let
T ∗(f) = f ◦ T be the induced C∞ 0-form on V ′. Obviously

(T ◦ T ′)∗(f) = T ′∗(T ∗(f)).

A C∞ 1-form on V is an expression of the form ω =
∑

i ωidxi where
ω1, . . . , ωn : V → R are C∞ functions. We take a formal approach, according
to which dx1, . . . , dxn are just symbols in no need of definition. (Intuitively
we think of them as C∞ 1-forms like any others.) For such an ω there is an
associated C∞ 1-form ω′ = T ∗(ω) on V ′ given by

ω′
j(x

′) =
n∑

i=1

∂xi
∂x′j

(x′)ωi(x)

where x = T (x′). We define T ′∗ similarly, and it is evident that the equation
(T ◦ T ′)∗(ω) = T ′∗(T ∗(ω)) is a consequence of the chain rule.

A C∞ 2-form on V is an expression of the form η =
∑

i<j ηijdxi ∧ dxj
where the ηij : V → R are C∞ functions. Again, formally, the dxi ∧ dxj
are symbols in no need of definition. Here they serve as the generators of an
R-module, and we adopt the rule that dxj ∧ dxi = −dxi ∧ dxj . For a C∞

2-form η on V there is an associated C∞ 2-form η′ = T ∗(η) on V ′ given by

ηkℓ(x
′) =

∑

i<j

∣∣∣∣∣

∂xi
∂x′k

(x′) ∂xi
∂x′ℓ

(x′)
∂xj
∂x′k

(x′)
∂xj
∂x′ℓ

(x′)

∣∣∣∣∣ ηij(x)

where x = T (x′), and again we define T ′∗ similarly. In this case it is perhaps
not so obvious that the chain rule implies that (T ◦ T ′)∗(η) = T ′∗(T ∗(η)), but
it does, and there is little to be learned from the calculation, so we omit it.

A C∞ 0-form on X is an assignment of a C∞ 0-form ωϕ on V to each C∞

coordinate chart ϕ : U → V (here U ⊂ X and V ⊂ Rn are open) in such a
manner that fϕ′ = T ∗(fϕ) on ϕ′(U ∩ U ′) whenever ϕ′ : U ′ → V ′ is another
such chart and

T = ϕ ◦ ϕ′−1
: ϕ′(U ∩ U ′)→ ϕ(U ∩ U ′).
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Similarly, a C∞ 1-form (2-form) on X is an assignment of a C∞ 1-form ωϕ
(2-form ηϕ) on V to each C∞ coordinate chart ϕ : U → V in such a way
that ωϕ′ = T ∗(ωϕ) (ηϕ′ = T ∗(ηϕ)) on ϕ′(U ∩ U ′) whenever ϕ′ and T are as
above. Note that in order to describe a k-form, it suffices to specify it on
any atlas, because the equation (T ◦ T ′)∗(ω) = T ′∗(T ∗(ω)) implies that the
transformation rule extends it, in a consistent way, to any coordinate chart.
For k = 0, 1, 2 let Ωk(U) be the space of C∞ k-forms on U .

The rules for transforming k-forms under a change of coordinates are de-
signed to make a k-form something that can be meaningfully integrated over
a k-dimensional object in X. (When k = 0 “integration” is just function
evaluation.) The idea is that such an integral can be defined, locally relative
to the chart ϕ, by integration in V , which is something we already under-
stand, and that this definition does not depend on ϕ, by virtue of the change
of variables formula for integration. We will assume the reader understands
(perhaps only intuitively) integrals

∫
γ ω of C∞ 1-forms over oriented curves

in X and integrals
∫
S η of C∞ 2-forms over oriented surfaces in X.

For each k = 0, 1, 2 let EkX be the sheaf of C∞ k-forms on X. That, is, for
each open U ⊂ X, EkX(U) is Ωk(U), and EkX is this collection of spaces together
with the obvious restriction operators. As we did with C∞ functions, we can
pass to a suitably topologized space of germs. All this is very much like what
we did with C∞ functions, and in fact E0X is just the sheaf of C∞ functions
viewed from a different angle. The novel element is that we may regard each
EkX(U) as a C∞

U -module. Formally, in order for this to make sense, multiplying
by a C∞ function and then transforming under a change of coordinates must
give the same result as transforming and then multiplying by the C∞ function.
For the transformation rules above this is obvious.

We now describe the concept of coherence in general. Let A be a general
topological space, let R be a sheaf of rings on A, and let M be a sheaf of
modules over R. That is, for each open set U there is a commutative ring with
unit RU and an RU -module MU , and there are restriction maps RU ′ → RU
and MU ′ → MU satisfying a bunch of natural conditions (e.g. 1 ∈ RU ′ is
mapped to 1 ∈ RU if U ⊂ U ′) that Serre will specify in detail soon enough.
In order for the sheaf M to be coherent (over R) two conditions need to be
satisfied:

(a) each point in A has a neighborhood U such that MU is a finitely gener-
ated RU -module;

(b) if s1, . . . , sm ∈MU for some U , then each point in U has a neighborhood
V ⊂ U such that the module of relations

{ (r1, . . . , rm) ∈ R
m
V : r1s1|V + · · ·+ rmsm|V = 0 }

is a finitely generated RV -module.
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It turns out that spaces of C∞ objects are typically not coherent. To
illustrate this we’ll explain why the sheaf of C∞ functions on R is not coherent,
as a sheaf of modules over itself. Of course it is locally finitely generated, so
the problem has to do with (b). Suppose we are given sections s1, . . . , sm over
an open U . We can think of this as a C∞ function s : U → Rm, and an
element of the module of relations over an open V ⊂ U is then a C∞ function
r : V → Rm that maps each t to a point in s⊥(t) = { y ∈ Rm : 〈y, s(t)〉 = 0 }.
To be completely concrete, suppose that 0 ∈ V , and that s(0) = 0. It can
easily happen that the subspaces s⊥(t) spin around as t → 0 in a way that
forces any element r of the module of relations to also vanish at 0, in order to
be continuous1. Moreover, for any k, the kth derivative r(k)(t) cannot converge
to a nonzero v ∈ Rm as t→ 0, because for the smallest such k, r(t) would be
well approximated by tkv/k! when t is small. Given any elements r1, . . . , rk of
the module of relations, we can construct2 an element r that goes to 0 more
slowly than any ri (that is, lim supt→0 ‖r(t)‖/‖r

i(t)‖ =∞ for all i) so r cannot
be written as a C∞

V -linear combination of the ri.

Apparently coherence can, in general, be quite a subtle issue. In this
connection we mention Oka’s theorem, which asserts that if U ⊂ Cn is open,
H is the ring of holomorphic functions on U , and α : Hm →Hn is anH-module
homomorphism, then the kernel of α is a finitely generated H-module. Now
it will turn out that, in the applications of interest in FAC, coherence holds
automatically, because the rings and modules are Noetherian. In that context
it is the consequences of coherence that are subtle.

We now discuss operations deriving new forms from given forms. If f and
f̃ are C∞ 0-forms on V , then f f̃ is also a C∞ 0-form on V , obviously. It is
trivial to verify that T ∗(f f̃) = T ∗(f)T ∗(f̃). Thus, if we have two 0-forms on
X, then their product is also a 0-form on X. If ω is a C∞ 1-form on V and η
is a C∞ 2-form on V , then fω and fη are C∞ 1- and 2-forms. In these cases
as well the equations T ∗(fω) = T ∗(f)T ∗(ω) and T ∗(fη) = T ∗(f)T ∗(η) follow
directly from the definitions. Thus we can multiply 1- and 2-forms on X by
0-forms on X.

If f ∈ C∞(X), for each k there is a system of C∞
U -module homomor-

phisms Ωk(U) → Ωk(U) given by multiplication by f |U . For each U this is
a C∞

U -module homomorphism, and these maps evidently commute with the
restriction operators. In general such a thing is called a sheaf map. (Again,
Serre will soon give the formal details, so we rely on the reader’s intuition.)
Fortunately there are sheaf maps that are a lot more interesting than multi-
plication by scalar functions.

1For a fully specified example set m = 2, s1(t) = exp(1/|t|) cos 1/t and s2(t) =
exp(1/|t|) sin 1/t if t 6= 0, and s1(0) = s2(0) = 0.
2For at least one i it works to set r(t) = 1

t
ri(t) if t 6= 0 and r(t) = 0. Since the derivatives of

ri of all orders vanish at 0, for any positive integers k and ℓ the norm of the kth derivative
of ri(t) is bounded by |t|ℓ when t is small. In view of the result of repeated differentiation
of r, this implies that the derivatives of r of all orders converge to 0 as t→ 0, so r is C∞.
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If f is a C∞ 0-form on V , there is a C∞ 1-form df , the exterior derivative
of f , given by

df(x) =
∑

i

∂f

∂xi
(x)dxi.

To see that T ∗(df) = d(T ∗(f)) we compute that

T ∗(df)j(x
′) =

n∑

i=1

∂xi
∂x′j

(x′)(df)i(x) =

n∑

i=1

∂xi
∂x′j

(x′)
∂f

∂xi
(x)

=
∂(f ◦ T )

∂x′j
(x′) = d(T ∗(f))j(x

′).

Thus the formula above defines exterior differentiation for 0-forms on X.
If ω and ω̃ are C∞ 1-forms on V , there is a C∞ 2-form on V given by the

formula

ω ∧ ω̃ =
(∑

i

ωidxi

)
∧
(∑

j

ω̃jdxj

)
=

∑

i

∑

j

ωiω̃jdxi ∧ dxj

=
∑

i<j

(ωiω̃j − ωjω̃i)dxi ∧ dxj.

To check that T ∗(ω ∧ ω̃) = T ∗(ω) ∧ T ∗(ω̃) we compute that

(T ∗(ω) ∧ T ∗(ω̃))kℓ(x
′) = T ∗(ω)k(x

′)T ∗(ω̃)ℓ(x
′)− T ∗(ω)ℓ(x

′)T ∗(ω̃)k(x
′)

=

n∑

i,j=1

( ∂xi
∂x′k

(x′)
∂xj
∂x′ℓ

(x′)−
∂xi
∂x′ℓ

(x′)
∂xj
∂x′k

(x′)
)
ωi(x)ω̃j(x)

=
∑

i<j

∣∣∣∣∣

∂xi
∂x′k

(x′) ∂xi
∂x′ℓ

(x′)
∂xj
∂x′k

(x′)
∂xj
∂x′ℓ

(x′)

∣∣∣∣∣
(
ωi(x)ω̃j(x)− ωj(x)ω̃i(x)

)

=
∑

i<j

∣∣∣∣∣

∂xi
∂x′k

(x′) ∂xi
∂x′ℓ

(x′)
∂xj
∂x′k

(x′)
∂xj
∂x′ℓ

(x′)

∣∣∣∣∣ (ω ∧ ω̃)ij(x) = T ∗(ω ∧ ω̃)kℓ(x
′).

Thus we have defined a wedge product of 1-forms on X.
If ω is a C∞ 1-form on V , the exterior derivative of ω is the C∞ 2-form

dω defined by the formula

d
(∑

j

ωjdxj
)
=

∑

j

dωj ∧ dxj .

Substituting the definition of dωj, then simplifying, gives

(dω)(x) =
∑

i<j

(∂ωj
∂xi

(x)−
∂ωi
∂xj

(x)
)
dxi ∧ dxj .
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Before checking that T ∗(dω) = d(T ∗(ω)) we derive two extremely impor-
tant equations. Initially these equations are understood to be valid for forms
on V . After they have been used to check that T ∗(dω) = d(T ∗(ω)), so the
exterior derivative of 1-forms on X is well defined, their derivations will be
valid in any coordinate system, and thus they will true for forms on X. When
ω = df for some C∞ 0-form f , we obtain d(df) = 0:

d(df) =
∑

i<j

( ∂2f

∂xj∂xi
−

∂2f

∂xi∂xj

)
dxi ∧ dxj = 0.

On the other hand putting fω in place of ω gives d(fω) = df ∧ ω + fdω:

d(fω) =
∑

i<j

(∂(fωj)
∂xi

−
∂(fωi)

∂xj

)
dxi ∧ dxj

=
∑

i<j

( ∂f
∂xi

ωj −
∂f

∂xj
ωi

)
dxi ∧ dxj + f

∑

i<j

(∂ωj
∂xi
−
∂ωi
∂xj

)
dxi ∧ dxj

=
∑

1≤i,j≤n

∂f

∂xi
ωjdxi ∧ dxj + fdω =

(∑

i

∂f

∂xi
dxi

)
∧
(∑

j

ωjdxj

)
+ fdω.

We now check that T ∗(dω) = d(T ∗(ω)). Computing this directly would
be extremely laborious, at best. Fortunately the other results above allow a
slicker proof. We begin with the observation that d and T ∗ obviously commute
with addition of forms, then apply the equation T ∗(fω) = T ∗(f)T ∗(ω) with
ωi and dxi in place of f and ω:

d(T ∗(ω)) = d(T ∗(
∑

i

ωidxi)) =
∑

i

d(T ∗(ωidxi)) =
∑

i

d(T ∗(ωi)T
∗(dxi)).

Applying the equation d(fω) = df ∧ ω + fdω gives

d(T ∗(ωi)T
∗(dxi)) = d(T ∗ωi) ∧ T

∗(dxi) + (T ∗ωi)d(T
∗(dxi)).

Now d(T ∗(dxi)) = d(d(T ∗(xi))) = 0 and

d(T ∗ωi) ∧ T
∗(dxi) = T ∗(dωi) ∧ T

∗(dxi) = T ∗(dωi ∧ dxi),

so

d(T ∗(ω)) =
∑

i

T ∗(dωi ∧ dxi) = T ∗(
∑

i

dωi ∧ dxi) = T ∗(dω).

Thus we have defined exterior differentiation of 1-forms on X.

Next we describe two famous theorems concerning exterior differentiation,
without providing proofs. Suppose that S is a compact 2-dimensional oriented
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surface in X with one dimensional boundary ∂S. Stoke’s theorem asserts that
if ω is a C∞ 1 form on X, then

∫

S
dω =

∫

∂S
ω,

where ∂S is oriented so that proceeding in the positive direction takes you
counterclockwise around S (if S is a disk, which is only the simplest case) when
one is looking at S from the direction with respect to which it is positively
oriented. In particular,

∫
S dω = 0 when ∂S = ∅.

A C∞ 1-form ω is closed if dω = 0, and it is exact if there is a C∞ 0-form
f such that ω = df . The equation d(df) = 0 says precisely that exact forms
are closed. The converse is not true in general, but Poincare’s lemma asserts
that it is true “locally.” More precisely, if X is an open contractible subset of
Rn, and ω is a closed C∞ 1-form on X, then ω is exact.

In a proper treatment in which C∞ k-forms, and their exterior derivatives,
are defined for all k, Poincare’s lemma holds for all k. From this point forward
we will assume that n = 2, so that X is a surface. If we defined k-forms for
k > 2, we would find that there are no such nonzero objects, because any
dxi1 ∧ · · · ∧ dxik has a repeated index and consequently vanishes. So, when
n = 2, any 2-form is closed, and Poincaré’s lemma asserts that it is exact if
its domain is an open contractible subset of a Euclidean space.

Like other forms of differentiation, exterior differentiation is a linear oper-
ator (that is, an R-module homomorphism) so it induces sheaf maps d : E0X →
E1X , d : E1X → E

2
X , and d : E2X → E

3
X = 0. In general, a sequence of sheaf

maps F → G → H is exact if is is exact locally, so that each x ∈ X has a
neighborhood U such that F(U) → G(U) → H(U) is an exact sequence of
module homomorphisms. Thus Poincare’s lemma implies that

E0X
d✲ E1X

d✲ E2X → 0

is exact. Abusing notation, let R denote the sheaf of locally constant 0-forms
on X; up to formalities, this is the constant sheaf isomorphic to R. It is easily
seen to be the kernel of d : E0X → E

1
X , so when n = 2 we have the exact

sequence

0→ R
⊂✲ E0X

d✲ E1X
d✲ E2X → 0.

It should be stressed that exactness of a sequence of sheaf maps, in the
local sense of the definition, does not imply exactness at the level of global
sections. Consider a short exact sequence of sheaf maps

0→ F → G → H → 0.

Insofar as we may regard F as contained in G, any global section of F maps to
(actually is) a global section of G, and it maps to zero if and only if it is zero.
If a global section of G comes from (actually is) a global section of F , then it
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maps to the zero global section of H. Conversely, if a global section of G maps
to zero in H, then it is contained in the image of F locally, hence also globally,
which is to say that it comes from (actually is) a global section of F . Any
global section of G maps to a global section of H, and any global section of H
is in the kernel of H → 0, of course. However, there can be global sections of
H that do not come from global sections of G. Given a global section of H and
a point in X, we can find a preimage in G of the restriction of the section to
some neighborhoods of the point, but there may be no way to paste together
these local preimages into a global preimage in G.

As it is applied in FAC, the main point of cohomology is that it provides
an “accounting system” for measuring such failures of global exactness, and
for systematically relating them to each other, and to other information. The
way in which TorR and ExtR provided a detailed analysis of the failures of
exactness of –⊗R – and HomR is a very apt parallel.

We still need to explain the word “algebraic,” and we would like to provide
a very concrete setting that illustrates the concepts. For the remainder we
assume that X is a compact connected Riemann surface, so n = 2. Now
the typical points of V and V ′ will be (x, y) and (x′, y′), or x + iy and x′ +
iy′. The requirement that T : V ′ → V is holomorphic can be expressed by
requiring that the Cauchy-Reimann equations ∂x

∂x′ =
∂y
∂y′ and

∂y
∂x′ = −

∂x
∂y′ hold

everywhere, for all transition maps between coordinate charts.

Everything in the discussion above can be repeated, with equal validity, for
complex valued functions and forms, with “holomorphic” in place of “C∞.”
Nevertheless we will continue to be quite interested in objects that are merely
C∞ (in the real rather than the complex sense).

It turns out that certain linear combinations of the operators ∂
∂x and ∂

∂y
and the differentials dx and dy make many computations simpler and more
expressive. Let

dz = dx+ idy and dz = dx− idy,

and define the partial differential operators

∂

∂z
=

1

2

( ∂

∂x
− i

∂

∂y

)
and

∂

∂z
=

1

2

( ∂

∂x
+ i

∂

∂y

)
.

(These objects should be thought of as inducing new coordinate system on
the tangent and cotangent spaces.)

Suppose that f = u+ iv. Writing out

∂f

∂z
=

1

2

(∂u
∂x

+
∂v

∂y

)
+
i

2

(
−
∂u

∂y
+
∂v

∂x

)

and
∂f

∂z
=

1

2

(∂u
∂x
−
∂v

∂y

)
+
i

2

(∂u
∂y

+
∂v

∂x

)
= 0
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leads to a couple interesting conclusions. First, by comparing terms we can
verify that

∂f

∂z
=
∂f

∂z
.

Second, the Cauchy-Riemann equations boil down to ∂f
∂z = 0.

Insofar as compositions of holomorphic functions are holomorphic, being
holomorphic is a property that is preserved by holomorphic changes of coor-
dinates. It is natural to ask whether the equation ∂f

∂z = 0 is also meaningful,
in the sense of being invariant, and in fact it is. We say that f is antiholomor-
phic if ∂f

∂z vanishes. The equation above implies that f is antiholomorphic if
and only if f is holomorphic, thereby verifying invariance. Geometrically, a
holomorphic change of coordinates is conformal (angle preserving) and conse-
quently preserves the orthogonality of the directions of partial differentiation
defining what it means to be holomorphic and antiholomorphic.

For k = 0, 1, 2, as before, EkX denotes the sheaf of real valued C∞ k-forms

onX. Let E1,0X and E0,1X be the subsheafs of E1X consisting of the real valued C∞

1-forms of the forms ωzdz and ωzdz respectively. (Intuitively, these subspaces
have invariant meaning because if T : z → w is a holomorphic change of
coordinates, then T ∗ takes dw to dz and dw to dz.)

In the current context a C∞ 1-form is an expression

ω = ωz(z)dz + ωz(z)dz

where ωz, ωz : V → C are C∞ functions. A C∞ 2-form is an expression

η = η(z)dz ∧ dz

where η : V → C is C∞. We can define differential operators ∂ and ∂ on C∞

0- and 1-forms:

∂f =
∂f

∂z
dz, ∂f =

∂f

∂z
dz, ∂ω = (∂ωz) ∧ dz, ∂ω = (∂ωz) ∧ dz.

We will need the fact that ∂∂ = −∂∂, which is the following calculation:

∂∂f =
(
∂
∂f

∂z

)
∧ dz =

∂2f

∂z∂z
dz ∧ dz = −

(
∂
∂f

∂z

)
∧ dz = −∂∂f.

Note that the equations ∂∂f = 0 and ∂∂f = 0 are automatic consequences of
the definitions.

For open U ⊂ X, the Laplace operator is ∆ = ∂∂ : E0X(U) → E2X(U). For
a C∞ function h : U → R we compute that

∆h = ∂
[1
2

(∂h
∂x

+ i
∂h

∂y

)
dz

]
= ∂

[1
2

(∂h
∂x

+ i
∂h

∂y

)]
∧ dz
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=
1

4

[(∂2h
∂x2
− i

∂2h

∂x∂y

)
+ i

( ∂2h

∂y∂x
− i

∂2h

∂y2

)]
dz ∧ dz

=
1

4

(∂2h
∂x2

+
∂2h

∂y2

)
dz ∧ dz.

The function h is harmonic if ∆h = 0. Let H(U) be the set of harmonic
functions on U . Win the obvious restriction operators, these spaces constitute
a subsheaf H of E0X , By definition the sequence

0→H
⊂✲ E0X

∆✲ E2X

is exact.
Harmonic and holomorphic functions are closely related. Suppose that

u and v are C∞ functions on U that satisfy the Cauchy-Riemann equations
∂u
∂x = ∂v

∂y and ∂u
∂y = − ∂v

∂x . Then

∆u =
1

4

[ ∂
∂x

(∂v
∂y

)
+

∂

∂y

(
−
∂v

∂x

)]
= 0

and

∆v =
1

4

[ ∂
∂x

(
−
∂u

∂y

)
+

∂

∂y

(∂u
∂x

)]
= 0,

so u and v harmonic.
The converse also holds. In general, if ax, ay : U → R are C∞ and ∂ax

∂y =
∂ax
∂y , then any point in U has a neighborhood that is the domain of a C∞

function F with ∂F
∂x = ax and ∂F

∂y = ay. (This is a particular instance of the

Frobenius theorem.) If u is harmonic, then ∂
∂x

(
∂u
∂x

)
= ∂

∂y

(
− ∂u

∂y

)
, so there is

a v that solves the Cauchy-Riemann equations, and consequently u is locally
the real part of a holomorphic function.

Suppose that u is harmonic, and f = u+ iv is holomorphic as a function of
x+ iy. If (x0, y0) is a critical point of u, then the Cauchy-Riemann equations
imply that it is a critical point of v, so z0 = x0 + iy0 is a critical point of
f . The open mapping theorem for holomorphic functions implies that if f
is not locally constant near z0, then it maps any neighborhood of z0 onto a
neighborhood of f(z0), which implies that umaps any neighborhood of (x0, y0)
onto a neighborhood of u(x0, y0). Thus we obtain the two dimensional version
of the maximum principle for harmonic functions: an harmonic function is
locally constant at any local maximum or local minimum. The corresponding
result for homomorphic functions is the maximum modulus principle, which
asserts that the maximum of the absolute value of a nonconstant holomorphic
function on a compact domain is not attained at a point in the domain’s
interior.

We now wish to show that the sheaf map ∆ : E0X → E
2
X is surjective. The

key to this is a special case of Dolbeault’s lemma, which is an analogue and
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companion of Poincare’s lemma. The special case asserts that if g : C→ C is
C∞ and has compact support, then there is a C∞ function f : C → C such
that g = ∂f

∂z . Let Dε be the closed disk of radius ε centered at the origin. We
construct the desired f by setting

f(z) = lim
ε→0

1

2πi

∫

C\Dε

g(z − ζ)

ζ
dζ ∧ dζ.

Since g is continuous and compactly supported, the final integral is well de-
fined, and there is a C > 0 such that |g(z)| < C for all z. By considering that
the area of D2ε \Dε is proportional to ε

2, and that |g(z− ζ)/ζ| < C/ε when ζ
is in this annulus, one sees that the limit exists. A variation of this argument,
applied to the partial derivatives of f , shows that they can be computed by
differentiating under the integral sign, then taking the limit as ε→ 0, so f is
C∞. Moreover, ∂f∂z (z) is equal to the right hand side of the formula above with
g(z − ζ) replaced by ∂g(z − ζ)/∂z. The operator ∂/∂ζ satisfies the product
rule for differentiation, and ∂(1/ζ)/∂ζ = 0 because 1/ζ is holomorphic, so the
formulas for d, ∂, and ∂ give

d
(g(z − ζ)

ζ
dζ

)
=
∂g(z − ζ)/∂ζ

ζ
dζ ∧ dζ = −

∂g(z − ζ)/∂z

ζ
dζ ∧ dζ.

Therefore Stoke’s theorem gives

∂f

∂z
(z) = lim

ε→0

1

2πi

∫

C\Dε

∂g(z − ζ)/∂z

ζ
dζ ∧ dζ = lim

ε→0

1

2πi

∫

C\Dε

d
(g(z − ζ)

ζ
dζ

)

= lim
ε→0

1

2πi

∫

∂Dε

g(z − ζ)

ζ
dζ = lim

ε→0

1

2πi

∫ 2π

0

g(z − εeiθ)

εeiθ
iεeiθdθ = g(z),

as desired. (Instead of checking that all the signs are correct, you can be
content to observe that if we got one wrong, we could just adjust the definition
of f .)

Note that the special case of Dolbeault’s lemma above implies also that
every C∞ function g : C → C with compact support is ∂f

∂z for some C∞ f ,

because if g = ∂f
∂z , then g = ∂f

∂z = ∂f
∂z .

Now consider some η ∈ E2X(U) where U ⊂ X is open, and fix a point p ∈ U .
Poincare’s lemma implies that there is some ω = ωz(z)dz + ωz(z)dz ∈ E1X(U)
such that dω and η agree in some neighborhood of p. Dolbeault’s lemma

implies that there are f, f̃ ∈ E0(U) such that ∂f
∂z agrees with ωz and

∂f̃
∂z agrees

with ωz, and consequently ω = ∂f + ∂f̃ , near p. Since ∂∂f = 0 and ∂∂f̃ = 0
we have

dω = ∂ω + ∂ω = ∂∂f + ∂∂f̃ .

Thus, near p, η is the sum of an image of ∂∂ and an image of ∂∂, but ∂∂ =
−∂∂, so these two operators have the same images, and thus η is an image of
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∂∂ near p. We have shown that the sequence

0→H
⊂✲ E0X

∆✲ E2X → 0

is exact. As before, a key issue is the extent to which there can be global
sections of E2X that do not come from global sections of E0X .

We can now say a few things about how the facts we have developed fit
into the larger development of the theory of Riemann surfaces. A fundamental
result of that theory is that X admits a nonconstant meromorphic function.
In view of our remarks above, this can also be phrased in terms of harmonic
functions. The proof of the Riemann existence theorem involves some func-
tional analysis, as applied in the theory of elliptic differential equations. Partly
because these methods are not part of the complex analytic toolkit, and partly
because the argument is just hard, introductory books on Riemann surfaces
often do not provide the proof, in spite of the fundamental character of the
result. It turns out that this result can also be understood as a consequence of
the finding of Serre’s paper “Géometrie Algébrique et Géomt́rie Analytique”
(GAGA) which provides results showing that a certain range of holomorphic
spaces and sheaves are subsumed by algebraic objects.

Once there is a fairly rich space of meromorphic functions, by using some
standard embeddings of products of projective spaces in larger projective
spaces, it is not hard to show that X is biholomorphically diffeomorphic to
a nonsingular submanifold of a projective space. (Recall that a meromor-
phic function on X may be thought of as a holomorphic function from X to
the Riemann sphere, which is 1-dimensional complex projective space.) Now
there is Chow’s theorem, which asserts that a compact nonsingular holomor-
phic submanifold of a complex projective space is algebraic, i.e., the solution
set of a finite system of homogenous polynomials equations. (For Riemann
surfaces there are simpler ways to prove this.) Chow’s theorem is perhaps not
so frequently cited, but along with GAGA it looms over the theory of com-
plex manifolds, providing considerable additional relevance to more abstract
algebraic geometry. Nevertheless, the portion of algebraic geometry that is
specific to complex algebraic varieties is very substantial, with the text Prin-
ciples of Algebraic Geometry by Griffiths and Harris (1978) having a status
for that field that is comparable to Hartshorne (1977).

The Riemann existence theorem can be understood as a property of one
particular sheaf. The role of cohomology, applied to exact sequences such
as the ones developed above, is to develop relations between various sheaves,
thereby allowing such fundamental facts to be leveraged. Cornalba (1989) is
a development of the theory of Riemann surfaces in this spirit.



Coherent Algebraic Sheaves

Introduction

One knows that cohomological methods, and in particular the theory of sheaves,
play a crucial role not only in the theory of functions of several complex vari-
ables (cf. [5]) but also in classical algebraic geometry. (It suffices to mention
the recent work of Kodaira-Spencer on the Riemann-Roch theorem.) The al-
gebraic character of these methods suggests that it might be possible to apply
them equally to abstract algebraic geometry; the aim of the present paper is
to show that this is indeed the case.

The contents of the various chapters are as follows:

Chapter I is devoted to the general theory of sheaves. It contains the
proofs of those results of that theory that are utilized in the other two chap-
ters. The various algebraic operations on sheaves are described in §1; we have
followed the exposition of Cartan ([2], [5]). In §2 we study coherent sheaves of
modules; these sheaves generalize coherent analytic sheaves (cf. [3], [5]), and
their properties are completely analogous. The cohomology groups of a space
X with values in a sheaf F are defined in §3. In the eventual applications,
X is an algebraic variety endowed with the Zariski topology, which is not a
separated3 topological space, and the methods used by Leray [10], or Cartan
[3] (based on the “partitions of unity,” or the “fine” sheaves) are not avail-
able; in addition we cannot follow Čech and define the cohomology groups
Hq(X,F) by passing to the limit along a sequence of finer and finer open
covers. Another difficulty, rooted in the non-separation of X, is encountered
in the “exact sequence of cohomology” (cf. nos. 24 and 25): we have only been
able to establish that exact sequence in certain particular cases which happen
to be sufficient for the applications we have in mind (cf. nos. 24 and 47).

Chapter II begins with a definition of an algebraic variety, analogous to
that of Weil ([17], Chap. VII), but encompassing the case of reducible varieties
(thereby signalling that, contrary to Weil, we do not reserve the term ‘variety’
for irreducible varieties); we impose structure on the variety by endowing it
with a topology (the Zariski topology) and a presheaf of the sheaf of germs of
functions (the sheaf of local rings). A coherent algebraic sheaf on an algebraic

3A topological space is separated if it is Hausdorff.

235
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variety is simply a coherent scheme of OV -modules. OV denotes the sheaf of
local rings of V ; we will give various examples in §2. We devote §3 to affine
varieties. The results we obtain parallel analogous results for the varieties of
Stein (cf. [3], [5]); if F is a coherent algebraic sheaf on the affine variety V ,
one has Hq(V,F) = 0 for all q > 0, and Fx is determined by H0(V,F) for any
x ∈ V . Moreover (§4) F is completely determined by H0(V,F) regarded as a
module on the coordinate ring of V .

Chapter III, in relation to projective varieties, contains the essential results
of this paper. We begin by establishing a correspondence between the coherent
algebraic sheaves F on the projective spaceX = Pr(K) and graded S-modules
satisfying condition (TF) of no. 56 (S denotes the algebra of polynomials
K[t0, . . . , tr]); that correspondence is bijective if we identity two S-modules
that differ only in their homogeneous components of sufficiently low degree (for
precise details see nos. 57, 59, and 65). Consequently any question pertaining
to F can be translated into a question concerning the associated S-moduleM .
In this way we give in §3 a procedure permitting the algebraic derivation of
Hq(X,F) fromM , and this permits us to study the properties of Hq(X,F(n))
as n tends to +∞ (for the definition of F(n) see no. 54); the results we
obtain are stated in nos. 65 and 66. In §4 we establish a relationship between
the groups Hq(X,F) and the functors Extqs introduced by Cartan-Eilenberg
[6]; this allows us to study, in §5, the behavior of Hq(X,F(n)) as n tends
to −∞, and to give a homological characterization of “k-fois de première
espèce” varieties. In §6 we develop several properties of the Euler-Poincaré
characteristic of a projective variety with values in a coherent algebraic sheaf.

We also mention how one can apply the general results of this paper to a
variety of particular problems, extending the “duality theorem” of [15] to the
abstract case, and then generalizing a group of results of Kodaira-Spencer on
the Riemann-Roch theorem; in these applications the theorems of nos. 66, 75,
and 76 play as essential role. Equally important, when the base field is C,
the theory of coherent algebraic sheaves is essentially identical to the theory
of coherent analytic sheaves (cf. [4]).

Table of Contents

Chapter I. Sheaves

§1. Operations on sheaves.

§2. Coherent sheaves of modules.

§3. Cohomology of a space with values in a sheaf.

§4. Comparison of cohomology groups of different covers.
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Chapter II. Algebraic Varieties—Coherent Algebraic Sheaves

on Affine Varieties

§1. Algebraic varieties.

§2. Coherent algebraic sheaves.

§3. Coherent algebraic sheaves on affine varieties.

§4. Correspondence between modules of finite type and coherent algebraic
sheaves.

Chapter III. Coherent Algebraic Sheaves on Projective Vari-

eties

§1. Projective varieties.

§2. Graded modules and coherent algebraic sheaves on projective space.

§3. Cohomology of projective space with values in a coherent algebraic sheaf.

§4. Relations with the functors Extqs.

§5. Applications to coherent algebraic sheaves.

§6. Characteristic function and arithmetic genre.

Chapter I. Sheaves

§1. Operations on sheaves

1. Definition of a sheaf. Let X be a topological space. A sheaf of
abelian groups (or simply a sheaf ) consists of:

(a) A function x 7→ Fx associating an abelian group Fx with each point
x ∈ X,

(b) A topology on the disjoint union F of the various sets Fx.

If f ∈ Fx, let π(f) := x; we call π the projection of F on X. Let F + F
denote the subset of F × F consisting of those pairs (f, g) with π(f) = π(g).

Given these definitions, we can state the two axioms that constrain the
objects given by (a) and (b):

(I) For each f ∈ F , there is a neighborhood V of f and a neighborhood U
of π(f) such that the restriction of π to V is a homeomorphism between
V and U .
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(II) The function f 7→ −f is a continuous function from F to itself, and the
function (f, g) 7→ f + g is a continuous function from F + F to F .

Observe that even when X is separated (which we have not assumed) F
is not necessarily separated, for example because it could be a sheaf of germs
of functions (cf. no. 3).

Example of a sheaf. With G being an abelian group, let Fx = G for all
x ∈ X; the set F is then the product X × G, and, if we endow it with the
product topology of the given topology on X and the discrete topology on
G, we obtain a sheaf, called the constant sheaf isomorphic to G, and often
identified with G.

2. Sections of a sheaf. Let F be a sheaf on the space X, and let U
be a subset of X. By a section of F on U we mean a continuous function
s : U → F such that π ◦ s is the identity function on U . Of course s(x) ∈ Fx
for all x ∈ X. The set of sections of F on U is denoted by Γ(U,F); Axiom
II implies that Γ(U,F) is an abelian group. If U ⊂ V and s is a section on
V , then the restriction of s to U is a section on U ; in this way we define a
homomorphism ρVU : Γ(V,F)→ Γ(U,F).

If U is open in X, then s(U) is open in F , and, when U varies over a base
of open sets for X and s varies over the elements of Γ(U,F), the sets s(U)
vary over a base of open sets for F : this is just another way of expressing
Axiom I.

Note another consequence of Axiom I: For all f ∈ Fx, there is a section s
on a neighborhood of s such that s(x) = f , and two sections with this property
agree on some neighborhood of x. In other words, Fx is the inductive limit of
the Γ(U,F) along the filtration of neighborhoods of x.

In contemporary terminology ‘direct limit’ is more common than ‘inductive

limit.’ This concept is defined in Section B.3.

3. Construction of sheaves. Suppose we are given, for each open
U ⊂ X, an abelian group FU , and for any nested pair of open sets U ⊂ V , a
homomorphism ϕVU : FV → FU , such that the transitivity condition ϕVU ◦ϕ

W
V =

ϕWU holds whenever U ⊂ V ⊂W .

In the language that has become standard since Serre’s paper this collection

is called a presheaf if, in addition, F∅ is trivial (that is, the group with one

element, which is denoted by 0) and ϕUU is always the identity. It looks like

Serre just forgot to state the latter condition, but maybe not: everything below

is technically correct without it, since it is subsumed by the condition stated

in Proposition 1.

The collection (FU , ϕ
V
U ) allows one to define a sheaf F as follows:
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(a) We set Fx := limFU (the inductive limit following the directed set of
open neighborhoods of x). If x is in the open set U there is an obvious
canonical homomorphism ϕUx : FU → Fx. As above, let F be the disjoint
union of the various Fx.

(b) For t ∈ FU let [t, U ] denote the set of ϕUx (t) for x ∈ U , and endow
F with the topology generated by the sets [t, U ]. Then f ∈ Fx has a
neighborhood base consisting of those [t, U ] with x ∈ U and ϕUx (t) = f .

One verifies immediately that the given (a) and (b) satisfy Axioms I and
II, so F is in fact a sheaf. We call it the the sheaf defined by the system
(FU , ϕ

V
U ).

If t ∈ FU , the function x→ ϕUx (t) is a section of F above U ; thus there is
a canonical homomorphism ι : FU → Γ(U,F).

Proposition 1. In order for ι : FU → Γ(U,F) to be injective it is
necessary and sufficient that the following condition is satisfied:

If an element t ∈ FU is such that there exists an open cover {Ui} of U
with ϕUUi(t) = 0 for all i, then t = 0.

If t satisfies the preceeding condition, then

ϕUx (t) = ϕUix ◦ ϕ
U
Ui(t) = 0

whenever x ∈ Ui, which means that ι(t) = 0. Conversely, suppose that we
have ι(t) = 0 for some t ∈ FU . Because ϕUx (t) = 0, for each x ∈ U there is a
neighborhood U(x) ⊂ U of x such that ϕUU(x)(t) = 0, by the definition of the

inductive limit. The sets U(x) constitute an open cover of U , so the condition
in the statement holds.

Proposition 2. Let U be an open subset of X, and suppose that
ι : FV → Γ(V,F) is injective for every open V ⊂ U . In order for ι : FU →
Γ(U,F) to be surjective (hence bijective) it is necessary and sufficient that the
following condition hold:

For each open cover {Ui} of U , and each system {ti}, ti ∈ FUi , such that

ϕUiUi∩Uj (ti) = ϕ
Uj
Ui∩Uj

(tj) for all pairs (i, j), there is a t ∈ FU with ϕUUi(t) = ti
for all i.

The condition is necessary: each ti defines a section si := ι(ti) on Ui, and
si and sj agree on Ui ∩ Uj, so there is a section s on U that agrees with each
si on Ui. If ι : FU → Γ(U,F) is surjective, then there must be a t ∈ FU such
that ι(t) = s. If we let t′i := ϕUUi(t), the section defined by t′i on Ui is none
other than si, whence ι(t

′
i − ti) = 0, which implies that ti = t′i because ι is

injective by assumption.
The condition is sufficient: suppose s is a section of F on U and there

is an open cover {Ui} of U and elements ti ∈ FUi such that each ι(ti) is the

restriction of s to Ui. It follows that the elements ϕUiUi∩Uj (ti) and ϕ
Uj
Ui∩Uj

(tj)
define the same section on Ui ∩ Uj, hence are equal as a consequence of the
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hypothesis on ι. If t ∈ FU is such that ϕUUi(t) = ti, ι(t) coincides with s on
each Ui, hence on all of U , qed.

Proposition 3. If F is a sheaf of abelian groups on X, the sheaf defined
by the system (Γ(U,F), ρVU ) is canonically isomorphic to F .

This follows immediately from the properties of sections given in no. 2.
Proposition 3 implies that any sheaf can be defined by some system (FU , ϕ

V
U ).

It can happen that different systems define the same sheaf F . However, if one
insists that (FU , ϕ

V
U ) satisfies the conditions of Propositions 1 and 2 there is

only one (up to isomorphism) system possible, namely (Γ(U,F), ρVU ).
Example. Let G be an abelian group, take for FU the set of functions on

U with values in G, and define ϕVU : FV → FU to be the restriction operator.
One obtains in this way a system (FU , ρ

V
U ), and from this a sheaf F called the

sheaf of germs of functions with values in G. We can see right away that the
system (FU , ϕ

V
U ) satisfies the conditions of Propositions 1 and 2, from which it

follows that one can identify the sections of F on an open U with the elements
of FU .

Subsequent authors such as Mumford (1999) and Hartshorne (1977) take

a different approach, defining a sheaf to be a presheaf (FU , ϕ
V
U ) satisfying

the conditions identified in Propositions 1 and 2. Starting with any presheaf

(FU , ϕ
V
U ), there is a sheafification (F̃U , ϕ̃

V
U ) in which each F̃U is, in effect,

the set of sections on U that one can obtain by patching together systems

of elements {ti ∈ FUi
} defined on some open cover {Ui} of U such that

ϕUi
Ui∩Uj

(ti) = ϕ
Uj

Ui∩Uj
(tj) for all i and j. (More precisely, F̃U is the set of

equivalence classes of such systems, where two such systems are equivalent if

they agree on all overlaps.) The more modern style has the advantage that

one may (perhaps, eventually) care about presheaves that are not sheaves, and

it shows that the relationship between a presheaf and its sheafification can be

understood without reference to the sets Fx, which are called the stalks of the

presheaf.

4. Gluing of sheaves. Let F be a sheaf on X, and let U be a subset of
X. The set π−1(U) ⊂ F , endowed with the relative topology inherited from
F , is a sheaf on U , called the sheaf induced by F , and denoted by F(U) (or
just F , is confusion is unlikely).

We will now see how, inversely, one can define a sheaf on X from sheaves
on an open cover of X.

Serre now brings isomorphisms of sheaves into the discussion, but he hasn’t
yet said what a morphism of sheaves is. (In that era people were less aware
that a morphism could be something other than a function.) Presumably he
regards it as automatic that a morphism from F to another sheaf G on X is
a continuous function η : F → G such that η(Fx) ⊂ Gx for each x, and the
restriction of η to Fx is actually a homomorphism from Fx to Gx. (This will
become explicit in no. 8.) In the modern system of definitions a morphism
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η̃ : (FU , ϕ
V
U ) → (GU , γ

V
U ) of presheaves on X is a collection of homomorphisms

η̃U : FU → GU such that

γVU ◦ η̃U = η̃V ◦ ϕVU (∗)

whenever V ⊂ U . The latter equation is precisely what is needed in order

for η̃ to induce a homomorphism η̃x : Fx → Gx from each stalk Fx := limFU

to Gx := lim GU . These functions combine to give a function η : F → G. In

addition (∗) implies that η is continuous when F and G have the topologies

described in (b) of no. 3, so η is a morphism. Clearly η is an isomorphism, in

the sense described above, whenever each η̃U is an isomorphism. The converse

is true as well (cf. p. 63 of Hartshorne (1977)) but involves some constructions

and verifications.

Proposition 4. Let U = {Ui}i∈I be an open cover of X, and, for each
i ∈ I, let Fi be a sheaf on Ui. For each pair (i, j), let θij be an isomorphism
mapping Fi(Ui ∩ Uj) to Fj(Ui ∩ Uj), and suppose that for any i, j, k ∈ I we
have θij ◦ θjk = θik at each point of Ui ∩ Uj ∩ Uk.

Then there is a sheaf F on X and, for each i ∈ I, an isomorphism ηi from
F(Ui) to Fi, such that θij = ηi◦η

−1
j at each point of Ui∩Uj. Moreover, F and

the isomorphisms ηi are determined, up to isomorphism, by these conditions.

The uniqueness of {F , ηi} is evident.

Suppose that {F̂ , η̂i} is a second system with the desired properties. For each

i and j we have ηi ◦ η
−1
j = θij = η̂i ◦ η̂

−1
j and thus η̂−1

i ◦ ηi = η̂−1
j ◦ ηj on

Ui ∩Uj , so we can define an isomorphism α : F → F̂ by requiring that it agree

with η̂−1
i ◦ ηi on each Ui.

To demonstrate existence one can define F as a quotient of the disjoint union
of the spaces of the spaces Fi. It is preferable to do this using the results of
no. 3: if U is an open subset of X, let FU be the group whose elements are
the systems {sk}k∈I such that sk and θkj(sj) agree on U ∩Uj ∩Uk; if U ⊂ V ,
define ϕVU in the obvious manner. The sheaf defined by the system (FU , ϕ

V
U ) is

the sheaf F we want. Moreover, if U ⊂ Ui, the function that takes the system
{sk} ∈ FU to si ∈ Γ(Ui,Fi) is an isomorphism of FU onto Γ(U,Fi), due to the
transitivity condition. In this way we obtain an isomorphism ηi : F(Ui)→ Fi
that evidently satisfies the stated condition.

We say that the sheaf F is obtained by gluing the sheaves Fi according
to the isomorphisms θij.

5. Extension and restriction of a sheaf. Let X be a topological
space, let Y be a closed subspace, and let F be a sheaf on X. We say that
F is concentrated on Y , or is null, or vanishes, outside of Y , if Fx = 0 for all
x ∈ X \ Y .
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In familiar contexts, say the sheaf of continuous real valued functions on a
reasonably well behaved space, a section that vanishes on X \Y will also vanish
on the closure of this set. One could have part of Y outside this closure, but
actually the more interesting possibilities have a different source. For example,
let X = R, let Y = {0}, and define a presheaf on X by letting FU be R if
0 ∈ U and 0 otherwise, and letting ϕVU be the identity function on R when
this is possible and the zero homomorphism otherwise. We now construct F
according to the recipe given by (a) and (b) of no. 3, finding that as a set of
points

F = { (x, y) ∈ R2 : x = 0 or y = 0 }.

But the topology is strange, if you aren’t acclimated: according to (b), a point
of the form (x, 0) with x 6= 0 has the usual sort of neighborhood base consisting
of the sets of the form { (t, 0) : x − ε < t < x + ε }, but a point of the form
(0, y) has a neighborhood base consisting of the sets

{(0, y)} ∪ { (t, 0) : −ε < t < ε and t 6= 0 }.

This space has a family resemblance to “the line with two origins,” which is a

standard example of a topological space that is not Hausdorff.

Proposition 5. If the sheaf F is concentrated on Y , the homomorphism

ρXY : Γ(X,F)→ Γ(Y,F(Y ))

is bijective.

If a section of F on X is null on Y , it is null because Fx = 0 if x /∈ Y ,
which shows that ρXY is injective. Inversely, let s be a section of F(Y ) on Y ,
and extend s to X by setting s(x) = 0 if x /∈ Y . The function x 7→ s(x)
is evidently continuous on X \ Y . If x ∈ Y , there is a section s′ of F on
a neighborhood U of x such that s′(x) = s(x). Because s is continuous on
Y by hypothesis, there is a neighborhood V of x, contained in U , and such
that s′(y) = s(y) for all y ∈ V ∩ Y . Since Fy = 0 if y /∈ Y , we also have
s′(y) = s(y) when y ∈ V \ Y . Thus s and s′ coincide on V , which proves
that s is continuous on a neighborhood of Y , hence continuous everywhere. It
follows that ρXY is surjective, which completes the proof.

We will now show that the sheaf F(Y ) unambiguously determines the sheaf
F .

Proposition 6. Let Y be a closed subspace of X, and let G be a sheaf
on Y . Let Fx be Gx if x ∈ Y and 0 if x /∈ Y , and let F be the disjoint union
of the various Fx. Then we can endow F with the structure of a sheaf, in a
unique way, such that F(Y ) = G.

Let U be an open subset of X. If s is a section of G, extend s by 0 in U \Y .
Doing this for each s in Γ(U ∩ Y,G) yields a group FU of functions from U
to F . Proposition 5 shows that, if F is endowed with the structure of a sheaf
such that F(Y ) = G, then FU = Γ(U,F), which proves the uniqueness of the
structure in question. Its existence is implied by the results of no. 3, applied
to FU , and to the restriction homomorphisms ϕVU .
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We will say that the sheaf F is obtained by extending the sheaf G by 0
outside of Y , and we will denote it by GY , or just G if no confusion can result.

6. Sheaves of rings and sheaves of modules. The notion of sheaf
defined in no. 1 is that of a sheaf of abelian groups. It is clear that there exist
analogous definitions for all algebraic structures. (Equally, one can define a
“sheaf of sets” in which Fx has no algebraic structure and only Axiom I is
imposed.) In the following we will be concerned primarily with sheaves of
rings and sheaves of modules.

A sheaf of rings A is a sheaf of abelian groups Ax, x ∈ X, where each
Ax is endowed with the structure of a ring in such a way that the function
(f, g) 7→ f ·g is a continuous function from A+A to A (the notations are those
of no. 1). We will always assume that each Ax has a unit element, varying
continuously with x.

If A is a sheaf of rings satisfying the preceeding conditions, then each
Γ(U,A) is a ring with unit, and ρVU : Γ(V,A) → Γ(U,A) is a unitary homo-
morphism when U ⊂ V . Conversely, if we are given rings with unit AU and
unitary homomorphisms ϕVU : AV → AU such that ϕVU ◦ ϕ

W
V = ϕWU , the sheaf

A defined by the system (AU , ϕ
V
U ) is a sheaf of rings. For example, if G is a

ring with unit, the sheaf of germs of functions with values in G (defined in
no. 3) is a sheaf of rings.

Let A be a sheaf of rings. A sheaf F is called a sheaf of A-modules if each
Fx is endowed with the structure of a unitary Ax-module (say a left A-module,
to fix ideas), varying “continuously” with x, in the following sense: if A + F
is the subset of A×F consisting of those pairs (a, f) such that π(a) = π(f),
the function (a, f) 7→ a · f is a continuous function from A+F to F .

If F is a sheaf of A-modules, then each Γ(U,F) is a unitary Γ(U,A)-
module. Conversely, suppose that A is defined by the system (AU , ϕ

V
U ) as

above, and let F be a sheaf defined by the system (FU , ψ
V
U ), where each FU

is a unitary AU -module, with ψVU (a · f) = ϕVU (a) · ψ
V
U (f) if a ∈ AV , f ∈ FV .

Then F is a sheaf of A-modules.
Any sheaf of abelian groups can be regarded as a sheaf of Z-modules, where

Z denotes the constant sheaf, isomorphic to the ring of integers. This permits
us, in the following, to restrict our studies to sheaves of modules.

7. Subsheaves and quotient sheaves. Let A be a sheaf of rings, F a
sheaf of A-modules. For each x ∈ X let Gx be a subset of Fx. We say that
G :=

⋃
Gx is a subsheaf of F if:

(a) Gx is a sub-Ax-module of Fx for each x ∈ X,

(b) G is an open subset of F .

Condition (b) can also be explained as follows:

(b′) If x is a point of X, and if s is a section of F on a neighborhood of x
such that s(x) ∈ Gx, then s(y) ∈ Gy for all y sufficiently close to x.
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It is clear that, if these conditions hold, G is a sheaf of A-modules.

Let G be a subsheaf of F , and set Hx := Fx/Gx for all x ∈ X. Endowing
H :=

⋃
Hx with the quotient topology of the topology of F , we easily see that

we obtain in this way a sheaf of A-modules, called the quotient sheaf of F
by G.

Serre kindly spares us the rather tedious details of the verification.
Let q : F → H be the function taking f ∈ Fx to f + Gx. Recall that

the quotient topology induced by q is the finest topology on H such that q is
continuous; concretely a set V ⊂ H is open in the quotient topology precisely
when q−1(V ) is open. We need to show that H, endowed with this topology,
satisfies Axioms I and II, and that scalar multiplication is continuous.

The first task is to show that q is an open map. That is, whenever U ⊂ F
is open, q(U) is also open, which is to say that q−1(q(U)) is open. It suffices to
show this for all U in some base of the topology of F , so (by Axiom I) we may
assume that π(U) is open and the restriction of π to U is a homeomorphism
between U and π(U). Then π−1(π(U)) is open, because π is continuous, and

q−1(q(U)) = { f ∈ π−1(π(U)) : f − (π|U )
−1(π(f)) ∈ G }

is open because G is open and the functions π, (π|U )
−1, addition, and negation

are all continuous.
To verify Axiom I observe that, with U as above, π◦(q|U )

−1 and q◦(π|U )
−1

are both continuous, hence inverse homeomorphisms between q(U) and π(U).
To verify Axiom II (continuity of addition and negation) and the continuity of
scalar multiplication, consider the following commutative diagrams:

F + F
q + q✲ H +H A+ F

1A + q✲ A+H

F

+
❄ q ✲ H

+
❄

F

·
❄ q ✲ H

·
❄

F
q ✲ H

F

−
❄ q ✲ H

−
❄

In each case we need to show that the right hand vertical map is continuous.

Let U ⊂ H be open, let V be the set of points that are mapped to U by the

left hand vertical map followed by the lower horizontal map, and let W be the

image of V under the upper horizontal map. Since the upper horizontal map

is a surjection, W is the entire set of points mapped to U by the right hand

vertical map, and since the left hand vertical map and the lower horizontal

map are continuous, the claim will follow if we show that the upper horizontal

map is open, which has already been shown for q. To see that q+ q and 1A + q

are open we first observe that a cartesian product of two open maps is open.

Since F +F and A+F are subsets of F ×F and A×F , we also need a simple

topological fact: if f : X → Y is an open map, A ⊂ X, and f−1(f(A)) = A,

then f |A : A → f(A) is an open map. Specifically, if U ⊂ X is open, then

f(A) ∩ f(U) = f(U ∩A), so f(U ∩A) is relatively open in f(A).
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We can give an alternative definition, utilizing the results of no. 3: if U is
an open subset of X, let HU := Γ(U,F)/Γ(U,G), and let ϕVU be the homomor-
phism obtained from ρVU : Γ(V,F) → Γ(U,F) by passage to quotients. Then
the sheaf defined by the system (HU , ϕ

V
U ) is none other than H.

More precisely the two sheafs are canonically isomorphic. Let L be the sheaf
defined by the system (HU , ϕ

V
U ), and for x ∈ U ⊂ X with U open let ϕUx :

Γ(U,F) → Fx and ϕ̃Ux : HU → Lx be the canonical homomorphism. If t ∈ HU ,
then t = s+ Γ(U,G) for some s ∈ Γ(U,F), and it is clear that

ϕUx (s) + Gx 7→ ϕ̃Ux (s+ Γ(U,G)) and ϕ̃Ux (s+ Γ(U,G)) 7→ ϕUx (s) + Gx

are well defined, in the sense of depending only on x and s(x), and they are

inverse bijections between H and L. A set in H is open if it is covered by sets

of the form {ϕUx (s) + Gx : x ∈ U } = { q(s(x)) : x ∈ U }, and (by (b) of no. 3)

a set in L is open if is covered by sets of the form { ϕ̃Ux (s+ Γ(U,G)) : x ∈ U },

so these functions are both open mappings, hence inverse homeomorphisms.

Using either definition of H, we can see that whenever s is a section of
H on a neighborhood of x, there is a section t of F in a neighborhood of x
such that the class of t(y) mod Gy is equal to s(y) for all y near x. But it
is important to recognize that this is not true globally, in general: if U is an
open subset of X, we have only the exact sequence:

0→ Γ(U,G)→ Γ(U,F)→ Γ(U,H),

and the homomorphism Γ(U,F)→ Γ(U,H) is not surjective in general (cf. no. 24).

8. Homomorphisms. Let A be a sheaf of rings, and let F and G be
two sheaves of A-modules. An A-homorphism, or an A-linear homorphism,
or simply a homomorphism, of F into G, is given, for each x ∈ X, by an
Ax-homomorphism ϕx : Fx → Gx, such that the function ϕ : F → G defined
by these ϕx is continuous. We can also express this condition by saying that
if s is a section of F on U , then x 7→ ϕx(s(x)) is a section of G on U , which
will be denoted by ϕ(s). For example, if G is a subsheaf of F , the injection
G → F , and the projection F → F/G, are homomorphisms.

Proposition 7. Let ϕ be a homomorphism from F to G. For each x ∈ X
let Nx be the kernel of ϕx, and let Ix be the image of ϕx. Then N :=

⋃
Nx is

a subsheaf of F , I :=
⋃
Ix is a subsheaf of G, and ϕ defines an isomorphism

between F/N and I.

When ϕx is an Ax-homomorphism, Nx and Ix are submodules of Fx and
Gx respectively, and ϕx defines an isomorphism from Fx/Nx to Ix. If s is a
local section of F such that s(x) ∈ Nx, then ϕ ◦ s(x) = 0, whence ϕ ◦ s(y) = 0
and y ∈ Ny for y sufficiently close to x, which shows that N is a subsheaf of
F . If t is a local section of G such that t(x) ∈ Ix, there is a local section s of
F such that ϕ ◦ s(x) = t(x), whence ϕ ◦ s = t in a neighborhood of x, which
shows that I is a subsheaf of G, isomorphic to F/N .
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The sheaf N is called the kernel of ϕ, and is denoted by Ker(ϕ). The sheaf
G/I is called the cokernel of ϕ, and is denoted by Coker(ϕ). A homomorphism
ϕ is said to by injective if each ϕx is injective, which is equivalent to Ker(ϕ) =
0. It is said to be surjective if each ϕx is surjective, or equivalently Coker(ϕ) =
0. If is said to be bijective if it is both injective and surjective, in which case
Proposition 7 implies that it is an isomorphism from F to G, and ϕ−1 is also
an isomorphism. All the definitions relative to homomorphisms of modules
can be transported to corresponding concepts for sheaves of modules. For
example, a sequence of homomorphism is said to be exact if the image of each
homomorphism coincides with the kernel of the following homomorphism. If
ϕ : F → G is a homomorphism, the sequences

0→ Ker(ϕ)→ F → image(ϕ)→ 0

0→ image(ϕ)→ G → Coker(ϕ)→ 0

are exact.

If ϕ is a homomorphism from F to G, the function s→ ϕ ◦ s is a Γ(U,A)-
homomorphism from Γ(U,F) to Γ(U,G). Conversely, suppose that A, F , G
are defined by the systems (AU , ϕ

V
U ), (FU , ψ

V
U ), (GU , χ

V
U ), and as in no. 6 we

are given, for each open U ⊂ X, an A-homomorphism ϕU : FU → GU such
that χVU ◦ ϕV = ϕU ◦ ψ

V
U . By passage to the inductive limit the ϕU define a

homomorphism ϕ : F → G.

For x ∈ U ⊂ X with U open let ψUx : FU → Fx and χUx : GU → Gx be the
canonical maps. Then ϕx is defined by the requirement that diagrams of the
form

FU
ϕU−−−−−→ GU

ψU
x

y
yχU

x

Fx
ϕx

−−−−−→ Gx

always commute. In order for ϕx to be well defined it must be the case that
χUx (ϕU (s)) = χU

′

x (ϕU′(s′)) whenever ψUx (s) = ψU
′

x (s′), but when the latter
equation holds s and s′ agree in some neighborhood of x, and the desired
equation follows from the definition of the inductive limit.

Fixing U , for s ∈ FU and t ∈ GU let ψUs and χUt be the functions x 7→ ψUx (s)

and x 7→ χUx (t). These functions are homeomorphisms between U and their

images, and on the image of ψUs we have ϕ = χUϕU (s) ◦ ψ
U
s

−1
. Since F is

covered by the images of functions such as ψUs , which are open, it follows that

ϕ is continuous.

9. Direct sum of two sheaves. Let A be a sheaf of rings, F and G two
sheaves of A-modules. For each x ∈ X form the module Fx + Gx, the direct
sum of Fx and Gx. An element of Fx + Gx is a pair (f, g) with f ∈ Fx and
g ∈ Gx. Let H be the disjoint union of the sets Fx + Gx; one can identify H
with the subset of F × G consisting of those pairs (f, g) with π(f) = π(g). If
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we endow H with the topology induced by the product topology on F × G, it
follows immediately that H is a sheaf of A-modules, called the direct sum of
F and G and denoted by F + G. Each section of F + G on an open U ⊂ X
is of the form x 7→ (s(x), t(x)) where s and t are sections of F and G on U .
That is, Γ(U,F + G) is isomorphic to the direct sum Γ(U,F) + Γ(U,G).

The definition of the direct sum extends by recurrence to any finite number
of A-modules. In particular, the direct sum of p sheaves isomorphic to a give
sheaf F is denoted by Fp.

10. Tensor product of two sheaves. Let A be a sheaf of rings, F a
sheaf of right A-modules, and G a sheaf of left A-modules. For each x ∈ X set
Hx := Fx⊗Gx, the tensor product over the ring Ax (cf. example [6], Chap. 2,
§2). Let H be the disjoint union of the Hx.

Proposition 8. There is a unique structure of a sheaf on H such that if s
and t are sections of F and G on an open U , the function x 7→ s(x)⊗t(x) ∈ Hx
is a section of H on U .

The sheaf H so defined is called the tensor product (over A) of F and G
and denoted by F⊗AG. If each Ax is commutative, it is a sheaf of A-modules.

If H is endowed with a structure satisfying the stated condition, and si
and ti are sections of F and G on an open U ⊂ X, the function

∑
si(x)× ti(x)

is a section of H on U . Each h ∈ Hx can be written in the form h =
∑
fi⊗gi,

fi ∈ F , gi ∈ G, which is of the form
∑
si(x) ⊗ ti(x) where si and ti are

sections defined in a neighborhood of x. From this we see that each section
of H is locally equal to a section of the preceeding form, which demonstrates
the uniqueness of the sheaf structure of H.

Let’s prove existence. We may suppose that A, F , G are defined by the
systems (AU , ϕ

V
U ), (FU , ψ

V
U ), (GU , χ

V
U ) as in no. 6. Set HU := FU ⊗ GU , with

the tensor product taken over AU . The homomorphisms ψVU and χVU define,
by passage to the tensor product, a homomorphism ηVU : HV → HU . Taking
inductive limits gives

lim
x∈U
HU = lim

x∈U
FU ⊗ lim

x∈U
GU = Hx,

with the final tensor product taken over Ax (for the tensor product commuting
with the inductive limits, cf. for example [6], Chap. VI, Exer. 18). The sheaf
defined by the system (HU , η

V
U ) can be identified with H, and in this way

H is endowed with a sheaf structure visibly satisfying the desired condition.
Finally, if the Ax are commutative, we may assume that the AU are as well (it
suffices to take the rings Γ(U,A) as theAU ) in which caseHU is an AU -module
and H is a sheaf of A-modules.

Even though it will be a bit tedious, let’s work through the meaning of the

tensor product commuting with passage to direct limits. Let (I,≤) be a di-
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rected set with typical elements U and V . Let (AU , α
U
V ) be a directed sys-

tem of commutative rings and homomorphisms, and let A := limAU . Let

(MU , µ
U
V ) and (NU , ν

U
V ) be directed systems in which MU and NU are AU -

modules and the group homomorphisms µUV and νUV are linear in the sense that

µUV (am) = αUV (a)µ
U
V (m) and νUV (an) = αUV (a)ν

U
V (n) for all a ∈ AU , m ∈ MU ,

and n ∈ NU . Then M := limMU and N := limNU are A-modules with scalar

multiplication given by [a][m] := [am] and [a][n] := [an]. Recall that if Z is

an A-module, then a group homomorphism f : M × N → Z is A-bilinear if

f(am,n) = f(m,an) = af(m,n) for all a ∈ A, m ∈ M , and n ∈ N . Let

P := limMU ⊗AU
NU . The claim here is not that M ⊗A N = P in the literal

sense of exact equality, but rather that P satisfies the universal property that

constitutes the categorical definition of the tensor product. That is, there is

an A-bilinear homomorphism p : M × N → P such that whenever Z is an

A-module and f : M × N → Z is group homomorphism that is A-bilinear,

there is a homomorphism of A-modules g : P → Z such that f = g ◦ p. Since

M ⊗ N is a tensor product in the categorical sense, it suffices to show that

M⊗N and P are isomorphic as A-modules, and we claim that there is a unique

A-module isomorphism ι :M⊗N → P satisfying ι([m]⊗ [n]) = [m⊗n]. There

are a number of things to verify, but each is easy: (a) [m ⊗ n] depends only

on [m] and [n] and not on the choices of representatives m and n; (b) the

formula defines ι uniquely, because the elements of the form [m]⊗ [n] generate

M ⊗N ; (c) ι is an A-module homomorphism; (d) there is a unique A-module

homomorphism η : P →M ⊗N satisfying η([m⊗n]) = [m]⊗ [n] (which again

involves verifications like (a), (b), and (c)); (e) ι and η are (obviously, at this

point) inverses.

Now let ϕ and ψ be A-homomorphisms from F to F ′ and from G to
G′. Then ϕx ⊗ ψx is a homomorphism (of abelian groups, in general—of Ax-
modules, if A is commutative), and the definition of F ⊗A G shows that the
collection of the ϕx⊗ψx is a homomorphism from F ⊗A G to F ′⊗A G

′, which
we denote by ϕ⊗ψ; if ψ is the identity function we write ϕ in place of ϕ⊗ 1.

All the usual properties of the tensor product of two modules are shared
by the tensor product of two sheaves of modules. For example, any exact
sequence

F → F ′ → F ′′ → 0

gives rise to an exact sequence

F ⊗A G → F
′ ⊗A G → F

′′ ⊗A G → 0.

“Right exactness” of the tensor product is established by Proposition B6.2,

taking into account Lemma B5.3. This fact, applied to the fibers over each

point, implies Serre’s claim, because, as a matter of definition, (F ⊗A G)x =

Fx ⊗Ax Gx.
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There are canonical isomorphisms:

F ⊗A (G1 + G2) ≈ F ⊗A G1 + F ⊗A G2, F ⊗A A ≈ F ,

and (supposing that A is commutative, to simplify the notations):

F ⊗A G ≈ G ⊗A F , F ⊗A (G ⊗A H) ≈ (F ⊗A G)⊗A H.

These identities are direct consequences of the corresponding identities for

tensor products of rings, given in Lemma A6.2.

11. Sheaves of germs of homomorphisms from one sheaf to an-
other. Let A be a sheaf of rings, F and G two sheaves of A-modules. If U is an
open subset of X, let HU be the group of homomorphisms from F(U) to G(U).
(We also say “homomorphism from F to G on U” in place of “homomorphism
from F(U) to G(U).”) The operation of restriction of a homomorphism defines
ϕVU : HV → HU ; the sheaf defined by the system (HU , ϕ

V
U ) is called the sheaf

of germs of homomorphisms from F to G, and is denoted by HomA(F ,G).
An element of HomA(F ,G)x is a germ of a homomorphism from F to G in a
neighborhood of x, and it unambiguously defines an Ax-homomorphism from
Fx to Gx, whence there is a canonical homomorphism

ρ : HomA(F ,G)x → HomAx(Fx,Gx).

But, contrary to what was the case for the operations studied up to this
point, the homomorphism ρ is not generally a bijection; in no. 14 we will give
a sufficient condition for this.

If ϕ : F ′ → F and ψ : G → G′ are homomorphisms, there is evidently an
induced homomorphism

HomA(ϕ,ψ) : HomA(F ,G) → HomA(F
′,G′).

Every exact sequence 0→ G → G′ → G′′ gives rise to an exact sequence

0→ HomA(F ,G)→ HomA(F ,G
′)→ HomA(F ,G

′′).

“Left exactness” of the bifunctor Hom is established by Proposition B6.1,
again taking into account Lemma B5.3. One might expect that, as above,
Serre’s claim also follows from application of this to the fibers over each point,
but this does not appear to be the case. The diagram

0 ✲ HomA(F ,G)x ✲ HomA(F ,G′)x ✲ HomA(F ,G′′)x

0 ✲ HomAx (Fx,Gx)

ρ
❄

✲ HomAx (Fx,G
′
x)

ρ
❄

✲ HomAx (F
q
x,G

′′
x )

ρ
❄

is the key to understanding what is going on here. Because 0 → G → G′ → G′′

is exact, 0 → Gx → G′
x → G′′

x is exact for each x, and the bottom row of the
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diagram is exact due to results cited above. If this diagram commuted, and
each ρ was an isomorphism, one could conclude that the top row was exact.
But as Serre has just mentioned, without further assumptions, the vertical
maps need not be isomorphisms.

We can prove commutativity. More generally, we will show that if ϕ :
F ′ → F and ψ : G → G′ are homomorphisms, then the diagram

HomA(F ,G)x
HomA(ϕ,ψ)x ✲ HomA(F ′,G′)x

HomAx (Fx,Gx)

ρ
❄ HomAx(ϕx, ψx) ✲ HomAx(F

′
x,G

′
x)

ρ
❄

commutes. An element of HomA(F ,G)x is, by definition, the germ of some
κ ∈ HomA(U)(F(U),G(U)), for some neighborhood U of x, and for such a κ
the asserted commutativity boils down to

(
ψ|G(U) ◦ κ ◦ ϕ|F′(U)

)
x
= ψx ◦ κx ◦ ϕx,

which is of course true.
Proposition 5 of no. 14 gives conditions under which the maps ρ are iso-

morphisms, and provided they hold, the sequence above is exact. Fortunately,
these conditions will generally be in force throughout, so while we must be
careful to avoid invoking the commutativity above in their absence, there is
little reason to expect that this will be necessary.

All these remarks apply equally to the following claim, which one would
expect Serre to assert here, and which he invokes in no. 14: if F ′′ → F ′ →
F → 0 is exact, then for any G the sequence

0 → HomA(F ,G) → HomA(F ′,G) → HomA(F ′′,G)

is exact.

There are also canonical isomorphisms: HomA(A,G) ≈ G,

HomA(F ,G1 + G2) ≈ HomA(F ,G1) + HomA(F ,G2)

HomA(F1 + F2,G) ≈ HomA(F1,G) + HomA(F2,G).

The isomorphism HomA(A, G) ≈ G depends on our maintained assumption

that the function taking each x to the unit of Ax is a global section of A.

§2. Coherent sheaves of modules

In this part X is a topological space and A is a sheaf of rings on X. We
assume that each Ax, x ∈ X, is commutative and possesses a unit element
that varies continuously with x. All the sheaves considered up to no. 16 are
sheaves of A-modules, and all the homomorphisms are A-homomorphisms.

12. Definitions. Let F be a sheaf of A-modules, and let s1, . . . , sp be
sections of F on an open U ⊂ X. If we associate with each family f1, . . . , fp of

elements of Ax the element
∑i=p

i=1 fi · si(x) of Fx, we obtain a homomorphism
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ϕ : Ap → F defined on the open set U . (More formally, ϕ is a homomorphism
from Ap(U) to F(U), with the notations of no. 4). The kernel R(s1, . . . , sp) of
the homomorphism ϕ is a subsheaf of Ap called the sheaf!of relations between
the si. The image of ϕ is a subsheaf of F determined by the si. Conversely,
any homomorphism ϕ : Ap → F is defined by sections s1, . . . , sp given by the
formulas:

s1(x) := ϕx(1, 0, . . . , 0) , . . . , sp(x) := ϕx(0, . . . , 0, 1).

Definition 1. A sheaf of A-modules is said to be of finite type if it is
generated locally by a finite number of sections.

In other words, for each point x ∈ X there exists an open U containing x,
and a finite number of sections s1, . . . , sp of F on U , such that each element
of Fy, y ∈ U , is a linear combination, with coefficients in Ay, of the si(y). In
view of the remark above, this is the same as saying that the restriction of F
to U is isomorphic to a quotient sheaf of the sheaf Ap.

Proposition 1. Let F be a sheaf of finite type. If s1, . . . , sp are sections
of F , defined on a neighborhood of a point x ∈ X, that generate Fx, then
they generate Fy for all y sufficiently close to x.

If F is of finite type, there are a finite number of sections of F defined in a
neighborhood of x, say t1, . . . , tq, that generate Fy for y sufficiently close to x.
When the sj(x) generate Fx, there are sections fij of A in a neighborhood of

x such that ti(x) =
∑j=p

j=1 fij(x) · sj(x). It follows that, for each y sufficiently
close to x, we have:

ti(y) =
∑j=p

j=1
fij(y) · sj(y),

from which it follows that the sj(y) generate Fy, qed.

Definition 2. A sheaf of A-modules F is said to be coherent if:

(a) F is of finite type,

(b) If s1, . . . , sp are sections of F on an open U ⊂ X, the sheaf of relations
between the si is a sheaf of finite type (on the open set U).

Note that Definitions 1 and 2 are local in character.

Proposition 2. Locally, a coherent sheaf is isomorphic to the cokernel
of a homomorphism ϕ : Aq → Ap.

This follows immediately from the definitions, and the remarks prior to
Definition 1.

Proposition 3. If a subsheaf of a coherent sheaf is a sheaf of finite type,
then it is coherent.

In effect, if a sheaf F satisfies condition (b) of Definition 2, every subsheaf
also evidently satisfies it.
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13. Principal properties of coherent sheaves.

Theorem 1. Let 0 → F
α
−→ G

β
−→ H → 0 be an exact sequence. If two of

the three sheaves F , G, H are coherent, so is the third.

Suppose G andH are coherent. There is locally a surjective homomorphism
γ : Ap → G; let I be the kernel of β ◦ γ. When H is coherent, I is a sheaf
of finite type (condition (b)). Therefore γ(I) is a sheaf of finite type, which
is coherent by Proposition 3. Since α is an isomorphism from F to γ(I), it
follows that F is coherent.

Suppose F and G are coherent. Since G is of finite type, H is also of finite
type, and it remains to show that H satisfies condition (b) of Definition 2.
Let s1, . . . , sp be a finite number of sections of H in a neighborhood of a point
x ∈ X. The question being local, we may suppose that there exist sections
s′1, . . . , s

′
p of G such that si = β(s′i). Let n1, . . . , nq be a finite number of

sections of F in a neighborhood of x, generating Fy for y close enough to x.
In order for a family f1, . . . , fq of elements of Ay to appear in R(s1, . . . , sp)y,
it is necessary and sufficient that there exist g1, . . . , gq ∈ Ay such that

∑i=p

i=1
fi · s

′
i =

∑j=q

j=1
gj · α(nj) at y.

Now the sheaf of relations between the s′i and the α(nj) is of finite type, when
G is coherent. The sheaf R(s1, . . . , sp), which is the image of the preceeding
under the canonical projection of Ap+q onto Aq, is thus of finite type, which
completes the proof that H is coherent.

Suppose F and H are coherent. The question being local, we may sup-
pose that F (resp. H) is generated by a finite number of sections n1, . . . , nq
(resp. s1, . . . , sp); in addition we may suppose that there are sections s′i of G
such that si = β(s′i). It is then clear that the section s′i and α(nj) generate G,
which proves that G is a sheaf of finite type. Now let t1, . . . , tr be a finite num-
ber of section of G in a neighborhood of a point x; since H is coherent, there
exist sections f ij of A

r (1 ≤ i ≤ r, 1 ≤ j ≤ s), defined in a neighborhood of x,

which generate the sheaf of relations between the β(ti). Let uj :=
∑r

i=1 f
i
j · ti;

then
∑r

i=1 f
i
j · β(ti) = 0, so the uj are contained in α(F), and, since F is co-

herent, the sheaf of relations between the uj is generated, in a neighborhood

of x, by a finite number of sections gjk (1 ≤ j ≤ s, 1 ≤ k ≤ t). I claim that the∑s
j=1 g

j
k ·f

i
j generates the sheaf R(t1, . . . , tr) in a neighborhood of x; in effect,

if
∑r

i=1 fi · ti = 0 at y, with fi ∈ Ay, then
∑r

i=1 fi · β(ti) = 0, and there exist
gj ∈ Ay with fi =

∑s
j=1 gj · f

i
j ; upon writing that

∑r
i=1 fi · ti = 0, we obtain∑s

j=1 gj · uj = 0, and from that infer that the gj are linear combinations of

the gjk, which proves the claim. It follows that G satisfies (b), which completes
the proof.

Corollary. The direct sum of a finite family of coherent sheaves is a
coherent sheaf.
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Theorem 2. Let ϕ be a homomorphism from a coherent sheaf F to a
coherent sheaf G. The kernel, cokernel, and image of ϕ are coherent sheaves.

Because F is coherent, image(ϕ) is of finite type, hence coherent by Propo-
sition 3. Applying Theorem 1 to the exact sequences

0→ Ker(ϕ)→ F → image(ϕ)→ 0

0→ image(ϕ)→ G → Coker(ϕ)→ 0,

one sees that Ker(ϕ) and Coker(ϕ) are coherent.

Corollary. Let F and G be coherent subsheaves of a coherent sheaf H.
Then the sheaves F + G and F ∩ G are coherent.

For F +G, this follows from Proposition 3. As for F ∩G, it’s the kernel of
F → H/G.

14. Operations on coherent sheaves. We have seen that the direct
sum of finitely many coherent sheaves is a coherent sheaf. Now we will estab-
lish analogous results for the functors ⊗ and Hom.

Proposition 4. If F and G are coherent sheaves, F ⊗A G is a coherent
sheaf.

According to Proposition 2, F is locally isomorphic to the cokernel of a
homomorphism ϕ : Aq → Ap; consequently F ⊗A G is locally isomorphic
to the cokernel of ϕ : Aq ⊗A G → A

p ⊗A G. But Aq ⊗A G and Ap ⊗A G
are respectively isomorphic to Gq and Gp, which are coherent (Corollary to
Theorem 1). Therefore F ⊗A G is coherent (Theorem 2).

Proposition 5. Let F and G be two sheaves, with F coherent. For each
x ∈ X, the module HomA(F ,G)x is isomorphic to HomAx(Fx,Gx).

More precisely, we will show that the homomorphism

ρ : HomA(F ,G)x → HomAx(Fx,Gx),

defined in no. 11, is bijective. First of all let ψ : F → G be a homomorphism
defined in a neighborhood of x, and null on Fx; since F is of finite type
we immediately conclude that ψ is null on some neighborhood of x, so ρ
is injective. To establish surjectivity we need to show that if ϕ is an Ax-
homomorphism from Fx to Gx, then there is a homomorphism ψ : F → G,
defined in a neighborhood of x, such that ψx = ϕ. Let m1, . . . ,mp be a finite
number of sections of F in a neighborhood of x that generate Fy for all y
sufficiently close to x, and let f ij (1 ≤ i ≤ p, 1 ≤ j ≤ q) be sections of Ap

that generate R(m1, . . . ,mp) in a neighborhood of x. There exist sections of
G defined in a neighborhood of x, say n1, . . . , np, such that ni(x) = ϕ(mi(x)).
Set pj :=

∑p
i=1 f

i
j · ni, 1 ≤ j ≤ q; the pj are local sections of G that vanish at

x, and therefore also in some neighborhood U of x. It follows that, for y ∈ U ,
the formula

∑
fi ·mi(y) = 0 with fi ∈ Ay, entails

∑
fi · ni(y) = 0.
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In a bit more detail, the formula
∑
fi · mi(y) = 0 implies the existence of

a1, . . . , aq ∈ Ay such that fi(y) =
∑
j ajf

i
j (y) = 0, and

∑

i

fi · ni(y) =
∑

j

aj
(∑

i

f ij · ni(y)
)
= 0.

For each element m =
∑
fi ·mi(y) ∈ Fy we may set

ψy(m) :=

p∑

i=1

fi · ni(y) ∈ Gy,

and this formula defines ψy(m) unambiguously. The collection of ψy, y ∈ Y ,
constitutes a homomorphism ψ : F → G, defined on U , and such that ψx = ϕ,
which completes the proof.

Proposition 6. If F and G are two coherent sheaves, then HomA(F ,G)
is a coherent sheaf.

The question being local, we may suppose, in view of Proposition 2, that
we have an exact sequence Aq → Ap → F → 0. It follows from the preceeding
Proposition that

0→ HomA(F ,G)→ HomA(A
p,G)→ HomA(A

q,G) (∗)

is exact.

Recall the remarks concerning left exactness in no. 11. The phrase “It follows

from the preceeding Proposition” seems to be in line with the logic described

there.

But the sheaf Hom(Ap,G) is isomorphic to Gp, and is consequently coherent,
and similarly for HomA(A

q,G). Now Theorem 2 implies that HomA(F ,G) is
coherent.

15. Coherent sheaves of rings. The sheaf of rings A may be regarded
as a sheaf of A-modules; if this sheaf of A-modules is coherent, we say that A
is a coherent sheaf of rings. Since A is evidently of finite type, this signifies
that A satisfies condition (b) of Definition 2. In other words:

Definition 3. The sheaf A is a coherent sheaf of rings if the sheaf of
relations between any finite number of sections of A on any open set U is a
sheaf of finite type on U .

Examples (1) If X is a complex analytic variety, the sheaf of germs of
homomorphic functions on X is a coherent sheaf of rings, by a theorem of
K. Oka (cf. [3], exposé XV, or [5], §5).

(2) If X is an algebraic variety, the sheaf of local rings of X is a coherent
sheaf of rings (cf. no. 37, Proposition 1).

When A is a coherent sheaf of rings we have the following results:



COHERENT ALGEBRAIC SHEAVES 255

Proposition 7. In order for a sheaf of A-modules to be coherent it
is necessary and sufficient that, locally, it is isomorphic to the cokernel of a
homomorphism ϕ : Aq → Ap.

The necessity is none other than Proposition 2; the sufficiency results from
the fact that Ap and Aq are coherent, and from Theorem 2.

Proposition 8. In order for a subsheaf of Ap to be coherent it is
necessary and sufficient that it be of finite type.

This is a special case of Proposition 3.

Corollary. The sheaf of relations between a finite number of sections
of a coherent sheaf is a coherent sheaf.

The definition of a coherent sheaf requires that the sheaf of relations be of
finite type.

Proposition 9. Let F be a coherent sheaf of A-modules. For each
x ∈ X, let Ix be the ideal of Ax consisting of the a ∈ Ax such that af = 0 for
all f ∈ Fx. The Ix form a coherent sheaf of ideals (called the annihilator of
F).

In effect, Ix is the kernel of the homomorphism: Ax → HomAx(Fx,Fx);
therefore we can apply Propositions 5 and 6, and Theorem 2.

More generally, the transporter F : G of a coherent sheaf G into a coherent
subsheaf F is a coherent sheaf of ideals (it is the annihilator of G/F).

16. Change of rings. The notions of a sheaf of finite type, and of a
coherent sheaf, are relative to a given sheaf of rings. When one considers
several sheaves of rings, one says “of finite type over A,” or “A-coherent,” to
indicate the ring in question.

Theorem 3. Let A be a coherent sheaf of rings, let I be a coherent
sheaf of ideals of A, and let F be a sheaf of A/I-modules. In order for F
to be A/I-coherent it is necessary and sufficient that it be A-coherent. In
particular, A/I is a coherent sheaf of rings.

It is clear that “of finite type over A” is equivalent to “of finite type over
A/I.” For the other part, if F is A-coherent, and if s1, . . . , sp are sections of
F on an open set U , the sheaf of relations between the si, with coefficients
in A, is of finite type on A; it follows immediately that the sheaf of relations
between the si, with coefficients in A/I, if of finite type on A/I, because
it is the image of the preceeding sheaf under the canonical homomorphism
Ap → (A/I)p. Therefore F is A/I-coherent. In particular, since A/I is A-
coherent, it is also A/I-coherent, i.e., A/I is a coherent sheaf of rings. In the
other direction, if F is A/I-coherent, it is locally isomorphic to the cokernel
of a homomorphism ϕ : (A/I)q → (A/I)p, and since A/I is A-coherent, F is
A-coherent, by Theorem 2.

17. Extension and restriction of a coherent sheaf. Let Y be a closed
subspace of X. If G is a sheaf on Y , we denote by GX the sheaf obtained by
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extending G by 0 outside of Y ; it is a sheaf on X (cf. no. 5). If A is a sheaf
of rings on Y , AX is a sheaf of rings on X, and, if F is a sheaf of A-modules,
FX is a sheaf of AX-modules.

Proposition 10. For F to be of finite type on A, it is necessary and
sufficient that FX is of finite type on AX .

Let U be an open subset of X, and let V := U ∩ Y . Each homomorphism
ϕ : Ap → F above V defines a homomorphism ϕX : (AX)p → FX above U ,
and vice versa; in order for ϕ to be surjective, it is necessary and sufficient
that ϕX is. The proposition follows immediately from this.

In the same way one shows that :

Proposition 11. For F to be A-coherent, it is necessary and sufficient
that FX is AX-coherent.

From which, on letting F = A:

Corollary. For A to be a coherent sheaf of rings, it is necessary and
sufficient that AX is a coherent sheaf of rings.

§3. Cohomology of a space with values in a sheaf

In this paragraph, X is a topological space, which may or may not be
Hausdorff. By a cover of X, we always mean an open cover.

18. Cochains of a cover. Let U = {Ui}i∈I be a cover of X. If s =
(i0, . . . , ip) is a finite sequence of elements of I, we set:

Us = Ui0···ip := Ui0 ∩ · · · ∩ Uip .

Let F be a sheaf of abelian groups on the space X. If p is an integer ≥ 0,
a p-cochain of U with values in F is a function f that takes each sequence
s = (i0, . . . , ip) of p + 1 elements of I to some section fs = fi0···ip of F above
Ui0···ip . The p-cochains form an abelian group, denoted by Cp(U,F); this is
the product group

∏
Γ(Us,F), where the product is over all sequences s of

p + 1 elements of I. The family of the Cp(U,F), p = 0, 1, . . ., is denoted by
C(U,F). A p-cochain is also called a cochain of degree p.

A p-cochain f is said to be alternating if:

(a) fi0···ip = 0 whenever two of the indices i0, . . . , ip are equal,

(b) fiσ0···iσp = εσfi0···ip if σ is a permutation of the set {0, . . . , p} (εσ denotes
the sign of σ).

The alternating p-cochains form a subgroupC ′p(U,F) of the group Cp(U,F);
the family of the C ′p(U,F) is denoted by C ′(U,F).

19. Simplicial operations. Let S(I) be the simplicial complex con-
taining all simplices with vertices in the set I; an (ordered) simplex is a se-
quence s = (i0, . . . , ip) of elements of I; p is called the dimension of s. Let
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K(I) =
∑∞

p=0Kp(I) be the complex defined by S(I): by definition, Kp(I)
is the free abeliam group generated by the set of simplices of dimension p in
S(I).

If s is a simplex in S(I), we denote the set of vertices of s by |s|.
A function h : Kp(I)→ Kq(I) is called a simplicial endomorphism if

(i) h is a homomorphism,

(ii) For each simplex s of dimension p of S(I), we have

h(s) =
∑

s′

cs
′

s · s
′ with cs

′

s ∈ Z,

where the sum is over the simplices of dimension q such that |s′| ⊂ |s|.

Let h be a simplicial endomorphism, and let f ∈ Cq(U,F) be a cochain of
degree q. For each simplex s of dimension p, set

(thf)s :=
∑

s′

cs
′

s · ρ
s′
s (fs′),

where ρs
′

s denotes the restriction homomorphism Γ(Us′ ,F)→ Γ(Us,F), which
is well defined because |s′| ⊂ |s|. The function f → thf is a homomorphism

th : Cq(U,F)→ Cp(U,F),

and one immediately verifies the formulas:

t(h1 + h2) =
th1 +

th2,
t(h1 ◦ h2) =

th1 ◦
th2,

t1 = 1.

Note. In practice one frequently neglects to write the restriction homo-
morphism ρs

′

s .

20. The complexes of cochains. Let’s apply the preceeding to the
simplicial endomorphism

∂ : Kp+1(I)→ Kp(I),

defined by the usual formula:

∂(i0, . . . , ip+1) :=

p+1∑

j=0

(−1)j(i0, . . . , îj , . . . , ip+1),

with the sign ˆ signifying, as usual, that the symbol above which it is found
is being omitted.

We obtain in this way a homomorphism t∂ : Cp(U,F) → Cp+1(U,F),
which we denote by d; by definition, we have

(df)i0···ip+1 =

p+1∑

j=0

(−1)jρj(fi0···îj ···ip+1
),
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where ρj is the restriction homomorphism

ρj : Γ(Ui0···îj ···ip+1
,F)→ Γ(Ui0···ip+1 ,F).

Because ∂◦∂ = 0, we have d◦d = 0. Thus C(U,F) is found to be equipped
with a coboundary operator that makes it a complex. The qth cohomology
group of the complex C(U,F) will be denoted by Hq(U,F). We have:

Proposition 1. H0(U,F) = Γ(X,F).

A 0-cochain is a system (fi)i∈I , with each fi being a section of F above
Ui; in order for this cochain to be a cocycle, it is necessary and sufficient that
fi − fj = 0 above Ui ∩ Uj , i.e., there is a section f of F on all of X which
coincides with fi on Ui for each i ∈ I. Thus we obtain the Proposition.

(Consequently H0(U,F) is independent of U, but please be forewarned
that it is not the same for Hq(U,F) in general.)

It is immediately evident that df is alternating if f is alternating; in other
words, d restricts to a coboundary map of C ′(U,F) which forms a subcomplex
of C(U,F). The cohomology groups of C ′(U,F) will be denoted by H ′q(U,F).

Proposition 2. The injection of C ′(U,F) into C(U,F) induces an
isomorphism of H ′q(U,F) and Hq(U,F) for all q ≥ 0.

Endow the set I with a total ordering, and let h be the simplicial endo-
morphism of K(I) defined in the following manner:

h((i0, . . . , iq)) = 0 if two of the indices i0, . . . , iq are equal,

h((i0, . . . , iq)) = εσ(iσ0, . . . , iσq) if all of the indices i0, . . . , iq are distinct,
where σ is the permutation of {0, . . . , q} such that iσ0 < iσ1 < · · · < iσq.

One verifies right away that h commutes with ∂, and that h(s) = s if
dim(s) = 0; consequently (cf. [7], Chap. VI, §5) there is a simplicial endomor-
phism k, raising the dimension by 1, such that 1 − h = ∂ ◦ k + k ◦ ∂. From
this, on passing to C(U,F),

1− th = tk ◦ d+ d ◦ tk.

But one verifies right away that th is a projection of C(U,F) on C ′(U,F); as
the preceeding formula shows that it is a homotopy operator, the Proposition
is established. (Compare with [7], Chap. VI, th. 6.10).

Everything happens very quickly here, with citations in place of explana-
tion. Here are additional details for several steps.

The verification that h and ∂ commute is mechanical, but less immediate
(except insofar as it is standard, and occurs frequently) than Serre indicates.
If two of the indices i0, . . . , iq are the same, then

∂h(i0, . . . , iq) = 0 = h∂(i0, . . . , iq)
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because every term of ∂(i0, . . . , iq) is either killed by the first clause of the
definition of h or appears twice with opposite sign. Suppose the indices are all
distinct, let σ be the permutation such that iσ0 < · · · < iσq, and for k = 0, . . . , q
let σk be the permutation of {0, . . . , k̂, . . . , q} such that iσk0 < · · · < iσkq. Then

∂h(i0, . . . , iq) = εσ

q∑

j=1

(−1)j(iσ0, . . . , îσj , . . . , iσq)

and

h∂(i0, . . . , iq) =

q∑

k=0

(−1)kεσk(iσk0, . . . , îk, . . . , iσkq),

so the concrete meaning of ∂h = h∂ is that if σj = k, then (−1)jεσ = (−1)kεσk .
This is true, and easy enough for the interested reader to pursue in detail.

Let f = 1 − h. We now want to construct a system of homomorphisms
kp : Kp → Kp+1 such that f = ∂k+k∂, which is to say that ∂kp = fp−kp−1∂.
If kp−1 is given, and (fp−kp−1∂)(s) is a boundary (image of ∂) for each s ∈ Kp,
then a satisfactory kp can be constructed by choosing a suitable image of each
of the generators of Kp. Of course f0 − k−1∂ = 0 because f0 and k−1 are both
zero. Proceeding inductively, we may assume that ∂kp−1 = fp−1 − kp−2∂, in
which case

∂(fp − kp−1∂) = (fp−1 − ∂kp−1)∂ = kp−2∂∂ = 0.

Therefore (fp − kp−1∂)(s) is always a cycle (element of the kernel of ∂). The
homology of K is Z in dimension 0 and 0 in all other dimensions (you are ex-
pected to already know that the homomology of a simplex has this description,
which is the case of finite I , and the extension to infinite I is not hard) so a
cycle in dimension p > 0 is a boundary, and a suitable kp exists.

Now let ι denote the inclusion map from C′(U,F) to C(U,F). When Serre
says that th is a “projection,” presumably he means that its image is contained
in C′(U,F) and th ◦ ι is the identity on C′(U,F). It is indeed easy to verify
these claims: clearly (thf)i0···iq = 0 if two of the indices i0, . . . , iq are the same,
and if all of the indices are distinct, then

(thf)i0···iq = εσfiσ0···iσq

where σ is the permutation such that iσ0 < · · · < iσq. If f is alternating, then
in either case (thf)i0···iq = fi0···iq .

In order to be clear, let η denote th regarded as a chain map from C(U,F)
to C′(U,F), so that when we think of the range of th as C(U,F) we have th =
ι ◦ η. The argument showing that 1− th induces the zero map in cohomology
is, of course, quite simple: if f is a cycle, then

(1− th)f = tkdf + dtkf = dtkf

is a boundary. Thus ι ◦ η induces the identity on each Hq(U,F). Since η ◦ ι
is the identity, it induces the identity on each H ′q(U,F). Of course the maps
in cohomology induced by ι ◦ η and η ◦ ι are the respective compositions of
the maps induced by η and ι, so we conclude that η and ι induce inverse
isomorphisms between Hq(U,F) and H ′q(U,F) for each q.

Corollary. Hq(U,F) = 0 for q > dim(U).

By the definition of dim(U), we have Ui0···iq = ∅ for q > dim(U), if the
indices i0, . . . , iq are distinct, in which case C ′q(U,F) = 0, and this implies

Hq(U,F) = H ′q(U,F) = 0.
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21. Passage from a cover to a finer cover. A cover U = {Ui}i∈I is
said to be finer than a cover V = {Vj}j∈J if there is a function τ : I → J such
that Ui ⊂ Vτi for all i ∈ I. If f ∈ C

q(V,F), let:

(τf)i0···iq = ρVU (fτi0···τiq ),

where ρVU denotes the restriction homomorphism defined by the inclusion of
Ui0···iq in Vτi0···τiq . The function f 7→ τf is a homomorphism from Cq(V,F)
to Cq(U,F), defined for all q ≥ 0 and commuting with d, so there are well
defined homomorphisms

τ∗ : Hq(V,F)→ Hq(U,F).

Proposition 3. The homomorphisms τ∗ : Hq(V,F) → Hq(U,F) de-
pend only on U and V, and not on the function τ .

Let τ and τ ′ be two functions from I to J such that Ui ⊂ Vτi and Ui ⊂ Vτ ′i;
we must show that τ∗ = τ ′∗.

Fixing f ∈ Cq(V,F), let

(kf)i0···iq−1 :=

q−1∑

h=0

ρh(fτi0···τihτ ′ih···τ ′iq−1),

where ρh denotes the restriction homomorphism induced by the inclusion of
Ui0···iq−1 in Vτi0···τihτ ′ih···τ ′iq−1 .

A direct calculation (cf. [7], Chap. VI, §3) shows that:

dkf + k df = τ ′f − τf,

which proves the Proposition.

This equation implies that τ ′f − τf is a boundary whenever f is a cycle.
As for its proof, here is the dirt. If we omit the restriction maps, the definitions
give

(dkf)i0···iq =

q∑

j=0

(−1)j(kf)i0···îj ···iq

=

q∑

j=0

(−1)j
( j−1∑

h=0

(−1)hf
τi0···τihτ

′ih···τ̂ ′ij ···τ
′iq

+

q∑

h=j+1

(−1)h−1fτi0···τ̂ ij ···τihτ ′ih···τ ′iq

)

and

(kdf)i0···iq =

q∑

h=0

(−1)h(df)τi0···τihτ ′ih···τ ′iq

=

q∑

h=0

(−1)h
( h∑

j=0

(−1)jfτi0···τ̂ ij ···τihτ ′ih···τ ′iq
+

q∑

j=h

(−1)j+1f
τi0···τihτ

′ih···τ̂ ′ij ···τ
′iq

)
.
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The terms with h 6= j appear with opposite sign in the two sums, and cancel
when we add them together, so

(dkf + kdf)i0···iq =

q∑

h=0

(
fτi0···τih−1τ

′ih···τ ′iq − fτi0···τihτ ′ih+1···τ
′iq

)

= fτ ′i0···τ ′iq − fτi0···τiq .

Therefore, if U is finer than V, for all q ≥ 0 there is a canonical ho-
momorphism from Hq(V,F) to Hq(U,F). Throughout the remainder this
homomorphism with be denoted by σ(U,V).

22. Cohomology groups with values in the sheaf F. The relation
“U is finer than V” (which we denote from now on by U ≺ V) is a preorder of
the covers of X. In addition, this relation is a filtration, because if U = {Ui}i∈I
and V = {Vj}j∈J are two covers, W := {Ui ∩ Vj}(i,j)∈I×J is a cover that is at
least as fine as U and at least as fine as V.

We say that two covers U and V are equivalent if U ≺ V and V ≺ U.
Each cover U is equivalent to a cover U′ in which the set of indices is a subset
of the set of subsets of X; in effect, we can identify U with the set of open
subsets of X contained in the family U. In this way we can speak of the set
of equivalence classes of covers, for this equivalence relation; it is a set whose
ordering is a filtration4.

If U ≺ V, we have specified at the end of the preceeding no. a well defined
homomorphism σ(U,V) : Hq(V,F) → Hq(U,F), for each integer q ≥ 0 and
each sheaf F on X. Clearly σ(U,U) is the identity, and σ(U,V) ◦ σ(V,W) =
σ(U,W) if U ≺ V ≺ W. It follows that, if U is equivalent to V, σ(U,V) and
σ(V,U) are inverse isomorphisms, so Hq(U,F) depends only on the equiva-
lence class of the cover U.

Definition . The qth cohomology of X with values in the sheaf F ,
denoted byHq(X,F), is the inductive limit of the groupsHq(U,F), defined by
following the filtration of equivalence classes of covers and the homomorphisms
σ(U,V).

Inductive limits (also known as direct limits) are defined in Section B3.

In other words, an element of Hq(X,F) may be thought of concretely as
a pair (U, x) with x ∈ Hq(U,F), where we identify two pairs (U, x) and (V, y)
if there is a cover W, with W ≺ U and W ≺ V, such that σ(W,U)(x) =
σ(W,V)(y) in Hq(W,F). For each cover U of X there is an associated canon-
ical homomorphism σ(U) : Hq(U,F)→ Hq(X,F).

Observe that Hq(X,F) can equally well be defined as the inductive limit
of the Hq(U,F) following any cofinal family of covers U. Therefore, if X is

4In contrast, one cannot speak of the “set” of all covers, because the set of indices of a cover
is arbitrary.
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quasi-compact (resp. quasi-paracompact) one can restrict consideration to the
finite (resp. locally finite) covers.

When q = 0, we have, on applying Proposition 1:

Proposition 4. H0(X,F) = Γ(X,F).

23. Homomorphism of sheaves. Let ϕ be a homomorphism from
a sheaf F to a sheaf G. If U is a cover of X, for each f ∈ Cq(U,F) let
ϕf ∈ Cq(U,G) be the corresponding element defined by the formula (ϕf)s =
ϕ(fs). The function f 7→ ϕf is a homomorphism from C(U,F) to C(U,G)
that commutes with the coboundary operator, so it induces homomorphisms
ϕ∗ : Hq(U,F)→ Hq(U,G). Since ϕ∗ ◦σ(U,V) = σ(U,V) ◦ϕ∗, we may pass to
the limit, arriving at homomorphisms

ϕ∗ : Hq(X,F)→ Hq(X,G).

When q = 0, ϕ∗ coincides with the homomorphism from Γ(X,F) to
Γ(X,G) defined in the natural fashion by ϕ.

In the general case, the homomorphisms ϕ∗ enjoy the usual formal prop-
erties:

(ϕ+ ψ)∗ = ϕ∗ + ψ∗, (ϕ ◦ ψ)∗ = ϕ∗ ◦ ψ∗, 1∗ = 1.

In other words, for all q ≥ 0, Hq(X,F) is an additive covariant functor of
F . A notable consequence of this is that if F is a direct sum of two sheaves
G1 and G2, then H

q(X,F) is the direct sum of Hq(X,G1) and H
q(X,G2).

Suppose that F is a sheaf of A-modules. Each section of the sheaf A on
all of X defines an endomorphism of F , which in turn induces endomorphisms
of the Hq(X,F). It follows that the Hq(X,F) are Γ(X,A)-modules.

24. Exact sequences of sheaves: the general case. Let

0→ A
α✲ B

β✲ C → 0

be an exact sequence of sheaves. If U is a cover of X, the sequence

0→ C(U,A)
α✲ C(U,B)

β✲ C(U, C)

is evidently exact, but the homomorphism β is not surjective in general. De-
note by C0(U, C) the image of that homomorphism; this is a subcomplex of
C(U, C) of which the cohomology groups are denoted by Hq

0(U, C). The se-
quence

0→ C(U,A)→ C(U,B)→ C0(U, C)→ 0

gives rise to a long exact sequence of cohomology groups:

· · · → Hq(U,B)→ Hq
0(U, C)

d✲ Hq+1(U,A)→ Hq+1(U,B)→ · · · ,

where the coboundary operator d is defined in the usual manner.
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Homology and cohomology are going to be increasingly important as we go

along, requiring understanding of more and more of the homological algebra

explained in chapters B, C, and D.

Now let U = {Ui}i∈I and V = {Vj}j∈J be two covers, and let τ : I → J be
a function such that Ui ⊂ Vτi; thus U ≺ V. The commutative diagram:

0 ✲ C(V,A) ✲ C(V,B) ✲ C(V, C)

0 ✲ C(U,A)

τ
❄

✲ C(U,B)

τ
❄

✲ C(U, C)

τ
❄

shows that τ maps C0(V, C) into C0(U, C), so it defines homomorphisms τ∗ :
Hq

0(V, C) → Hq
0(U, C). Moreover, the homomorphisms τ∗ are independent of

the choice of the function τ∗; this follows from the fact that, if f ∈ Cq0(V, C),

then kf ∈ Cq−1
0 (U, C), with the notations of the proof of Proposition 3.

Presumably there is a typo here: actually τ∗ does not depend on the choice of

τ . Expanding on this a bit, the point is that since kf ∈ Cq−1
0 (U, C), the proof

of Proposition 3 applies equally to τ∗ : Hq
0 (V, C) → Hq

0 (U, C).

In this way we obtain canonical homomorphisms σ(U,V) : Hq
0(V, C)→ Hq

0(U, C);
consequently we can define Hq

0(X, C) to be the inductive limit along the fil-
tration of covers U of the groups Hq

0(U, C).

Let (I,<) be a directed set, and let A → B → C be the inductive limit of
a system {Ai → Bi → Ci}i∈I of exact sequences. We verify the claim Serre
establishes by citation below, that A → B → C is exact. Let [ai] denote the
element of A corresonding to ai ∈ Ai. Each ai ∈ Ai maps to 0 ∈ Ci, and each
element of A is [ai] for some i and ai, so each element of A maps to 0 ∈ C.

Suppose that b ∈ B maps to 0 ∈ C, and choose i and bi ∈ Bi such that

[bi] = b. For every j > i the image of b in C is [cj ] where bj is the image of

bi in Bj and cj is the image of bj in Cj . Since b maps to 0, cj = 0 for some j.

Choosing aj ∈ Aj that maps to bj , we find that b = [bj ] is the image of [aj ].

The inductive limit of exact sequences is an exact sequence (cf. [7], Chap. VIII,
th. 5.4), so we have

Proposition 5. The sequence

· · · → Hq(X,B)
β∗
✲ Hq

0(X, C)
d✲ Hq+1(X,A)

α∗
✲ Hq+1(X,B)→ · · ·

is exact.

(d denotes the homomorphism obtained by passage to the limit from the
homomorphisms d : Hq

0(U, C)→ Hq+1(U,A)).
In order to be able to apply the last Proposition, it is useful to compare

the groups Hq
0(X, C) and Hq(X, C). The injection of C0(U, C) into C(U, C)
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induces the homomorphisms Hq
0(U, C)→ Hq(U, C), from which, by passage to

the limit over U, we obtain the homomorphisms

Hq
0(X, C)→ Hq(X, C).

Proposition 6. The canonical homomorphism Hq
0(X, C)→ Hq(X, C) is

bijective for q = 0 and injective for q = 1.

We first prove a lemma:

Lemma 1. Let V = {Vj}j∈J be a cover, and let f = (fj) be an element
of C0(V, C). There is a cover U = {Ui}i∈I and a function τ : I → J such that
Ui ⊂ Vτi and τf ∈ C

0
0 (U, C).

For each x ∈ X, choose τx ∈ J such that x ∈ Vτx. Since fτx is a section
of C above Vτx, there is an open neighborhood Ux of x contained in Vτx, and
a section bx of B above Ux such that β(bx) = fτx on Ux. The {Ux}x∈X form
a cover U of X, and the bx form a 0-cochain b of U with values in B; since
τf = β(b), we have τf ∈ C0

0 (U, C).
Let’s now show that H1

0 (X, C)→ H1(X, C) is injective. An element of the
kernel of this function can be represented by a 1-cocycle z = (zj0j1) ∈ C

′
0(V, C)

such that there exists f = (fi) ∈ C
0(V, C) with df = z, applying Lemma 1

to f , we find a cover U such that τf ∈ C0
0 (U, C), which implies that τz is a

boundary in C0(U, C) and is consequently mapped to 0 in H1
0 (X, C). In the

same way one shows that H0
0 (X, C)→ H0(X, C) is bijective.

Corollary 1. There is an exact sequence:

0→ H0(X,A)→ H0(X,B)→ H0(X, C)→ H1(X,A)→ H1(X,B)→ H1(X, C).

This is an immediate consequence of Propositions 5 and 6.

Corollary 2. If H1(X,A) = 0, then Γ(X,B)→ Γ(X, C) is surjective.

25. Exact sequences of sheaves: the case where X is paracom-
pact. Recall that the space X is said to be paracompact if it is separated
and if every open cover has a refinement that is also an open cover, and is
locally finite. For such a space one can extend Proposition 6 to all values of
q (I do not consider whether such an extension is possible for spaces that are
not separated):

Proposition 7. If X is paracompact, the canonical homomorphism

Hq
0(X, C)→ Hq(X, C)

is bijective for all q ≥ 0.

The Proposition is an immediate consequence of the following lemma, anal-
ogous to Lemma 1.
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Lemma 1. Let V = {Vj}j∈J be a cover, and let f = (fj) be an element
of Cq(V, C). There is a cover U = {Ui}i∈I and a function τ : I → J such that
Ui ⊂ Vτi and τf ∈ C

q
0(U, C).

Because X is paracompact, we can suppose that V is locally finite. Con-
sequently there is an open cover {Wj}j∈J such that W j ⊂ Vj .

There is some work to do here. First we show that X is regular: every open
neighborhood of a point contains a closed neighborhood. Suppose that x ∈ U
with U open. For each y ∈ X \U we may choose a neighborhood Vy of y whose
closure does not contain x, because X is separated. Let {Wi}i∈I be an open
locally finite refinement of {U} ∪ {Vy}y/∈U . If Wi is not contained in some Vy ,
it is contained in U ; replacing each such Wi with U gives an open cover that
is locally finite, with each element not containing x in its closure unless it is U
itself. Let C = X \

⋃
i:Wi 6=U

Wi. Of course C is closed and x ∈ C ⊂ U . Since
x has a neighborhood that intersects only finitely many elements of {Wi}, C
is a neighborhood of x.

We may now choose a cover of X by open sets whose closures are each

contained in some element of V. Let {Wk}k∈K be a locally finite refinement,

and observe that {W k} is also locally finite. For each k choose τ ′k ∈ J such

that W k ⊂ Vτ ′k. Now perhaps the easiest approach is to replace V with

V′ = {Vτ ′k}k∈K , after which we can continue with the argument. (To literally

obtain {Wj}j∈J with the indicated properties seems much harder, if it is even

possible.)

For each x ∈ X, choose an open neighborhood Ux of x such that:

(a) If x ∈ Vj (resp. x ∈Wj), we have Ux ⊂ Vj (resp. Ux ⊂Wj).

(b) If Ux ∩Wj 6= ∅, we have Ux ⊂ Vj .

(c) If x ∈ Vj0,...,jq , there is a section b of B above Ux such that β(b) = fj0,...,jq
above Ux.

Condition (c) can be realized: look at the definition of a quotient sheaf,
and the fact that x is contained in only finitely many sets Vj0,...,jq . Once (c)
is verified, it suffices to consider only Ux satisfying (a) and (b).

Concretely, start with an open neighborhood of x satisfying (c), intersect

it with the complement of the union of the W j that do not contain x, then

intersect with all the Uj and Wj that contain x.

The family {Ux}x∈X is a cover U; for each each x ∈ X we choose τx ∈ J
such that x ∈Wτx. Now we verify that τf belongs to Cq0(U, C); in other words
fτx0,...,τxq is the image, under β, of a section of V above Ux0 ∩ · · · ∩ Uxq . If
Ux0 ∩ · · · ∩ Uxq is empty this is evident; otherwise, we have Ux0 ∩ Uxk 6= ∅ for
0 ≤ k ≤ q, and since Uxk ⊂ Wτxk , we have Ux0 ∩Wτxk 6= ∅ which, in view of
(b), implies that Ux0 ⊂ Vτxk , and then x0 ∈ Vτx0,...,τxq . Applying (c), we see
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that there is a section b of V above Ux0 such that β(b)x = fτx1,...,τxq above
Ux0 , and therefore also above Ux0 ∩ · · · ∩ Uxq , which completes the proof.

The preceeding exact sequence in called the exact sequence of cohomology
defined by the given exact sequence 0→ A→ B → C → 0. It is derived, more
generally, in various circumstances in which one can show that Hq

0(X, C) →
Hq(X, C) is bijective (we will see in no. 47 that this is the case when X is an
algebraic variety and A is a coherent algebraic sheaf).

26. Cohomology of a closed subspace. Let F be a sheaf on the space
X, and let Y be a subspace. Let F(Y ) be the sheaf induced by F on Y , in the
sense of no. 4. If U = {Ui}i∈I is a cover of X, the U ′

i = Y ∩ Ui form a cover
U′ of Y ; if fi0,...,iq is a section of F above Ui0,...,iq , the restriction of fi0,...,iq to
U ′
i0,...,iq

= Y ∩ Ui0,...,iq is a section of F(Y ). The operation of restriction is a

homomorphism ρ : C(U,F) → C(U′,F(Y )), commuting with d, from which
we can define ρ∗ : Hq(U,F)→ Hq(U′,F(Y )). If U ≺ V, one has U′ ≺ V′, and
ρ∗ ◦ σ(U,V) = σ(U′,V′) ◦ ρ∗; thus the homomorphisms ρ∗ define, by passage
to the limit over U, the homomorphisms ρ∗ : Hq(X,F)→ Hq(Y,F(Y )).

Proposition 8. Suppose that Y is closed in X, and that F vanishes
outside of Y . Then ρ∗ : Hq(X,F)→ Hq(Y,F(Y )) is bijective for all q ≥ 0.

The Proposition is obtained from the following two facts:

(a) Each cover W = {Wi}i∈I of Y is of the form U′ where U is a cover of X.

In effect, it suffices to set Ui =Wi ∪ (X \ Y ), since Y is closed in X.

(b) For each cover U of X, ρ : C(U,F)→ C(U′,F(Y )) is bijective.

In effect, this follows from Proposition 5 of no. 5, applied to Ui0,...,iq and the
sheaf F .

One can also explain Proposition 8 in the following manner: If G is a sheaf
on Y , and if GX is the sheaf obtained by extending G by 0 outside of Y , then
Hq(Y,G) = Hq(X,GX ) for all q ≥ 0; in other words, the identification of G
with GX is compatible with the passage to cohomology groups.

§4. Comparison of cohomology groups of different covers

In this section, X denotes a topological space, and F is a sheaf on X.
We will give conditions on the structure of a cover U of X which imply that
Hn(U,F) = Hn(X,F) for all n ≥ 0.

27. Double complexes. A double complex (cf. [6], Chap. IV, §4) is a
bigraded abelian group

K =
∑

p,q

Kp,q, p ≥ 0, q ≥ 0,
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endowed with two endomorphisms d′ and d′′ with the following properties:
{
d′ maps Kp,q to Kp+1,q and d′′ maps Kp,q to Kp,q+1,

d′ ◦ d′ = 0, d′ ◦ d′′ + d′′ ◦ d′ = 0, d′′ ◦ d′′ = 0.

An element of Kp,q is said to be bihomogeneous, of bidegree (p, q), and of
total degree p + q. The endomorphism d = d′ + d′′ satisfies d ◦ d = 0, and
the cohomology groups of K, endowed with that coboundary operator, are
denoted by Hn(K), with n the total degree.

Equally, we can endow K with the coboundary operator d′; as d′ is com-
patible with the bigradation of K, one obtains cohomology groups, denoted
by Hp,q

I (K); with d′′ one has the groups Hp,q
II (K).

We denote by Kq
II the subgroup of K0,q consisting of the elements x such

that d′(x) = 0, and by KII the direct sum of the Kq
II (q = 0, 1, . . .). Define

KI =
∑∞

p=0K
p
I analogously. Note that

Kq
II = H0,q

I (K) and Kp
I = Hp,0

II (K).

KII is a subcomplex of K, and the operator d coincides on KII with the
operator d′′.

Proposition 1. If Hp,q
I (K) = 0 for p > 0 and q ≥ 0, the injection

KII → K induces a bijection between Hn(KII) and H
n(K) for all n ≥ 0.

(Cf. [4], section XVII-6, from which we have taken the proof below.)
After replacingK withK/KII , the proof reduces to showing that ifH

p,q
I (K) =

0 for p ≥ 0 and q ≥ 0, then Hn(K) = 0 for all n ≥ 0. Set

Kh =
∑

q≥h

Kp,q.

The Kh (h = 0, 1, . . .) are subcomplexes embedded in K, and Kh/Kh+1 is
isomorphic to

∑∞
p=0K

p,h, endowed with the coboundary operator d′. Thus

we have Hn(Kh/Kh+1) = Hh,n−h
I (K) = 0 for such n and h, and therefore

Hn(Kh) = Hn(Kh+1). Since Hn(Kh) = 0 if h > n, one deduces, by descent
on h, that Hn(Kh) = 0 for such n and h, and since K0 is equal to K, the
Proposition is proved.

It took me a bit of time to work through all this, but there is only one
point that seems to reward further explanation, namely that our remarks in
no. 24 concerning the exact sequence 0 → A → B → B/A → 0 are being
applied here, first to infer that each Hn(KII) → Hn(K) is an isomorphism if
Hn(K/KII) = 0 for all n, then to infer that each Hn(Kh+1) → Hn(Kh) is an
isomorphism if Hn(Kh/Kh+1) = 0 for all n.

Serre was certainly intimately familiar with the homological algebra of

double complexes, since they are central in the theory of spectral sequences,

for which he was awarded the Fields Medal in 1954. He is the youngest Fields

Medalist ever, and has no rival for the importance of the work done after

receiving the prize.
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28. Double complexes defined by two covers. Let U = {Ui}i∈I and
V = {Vj}j∈J be two covers of X. If s is a p-simplex of S(I), and s′ is a
q-simplex of S(J), we denote by Us the intersection of the Ui for i ∈ s, by
Vs′ the intersection of the Vj for j ∈ s′, by Vs the cover of Us formed by the
{Us ∩ Vj}j∈J , and by Us′ the cover of Vs′ formed by the {Vs′ ∩ Ui}i∈I .

Define a double complex C(U,V;F) =
∑

p,q C
p,q(U,V;F) in the following

manner:
Cp,q(U,V;F) =

∏
Γ(Us∩Vs′ ,F), where the product is over all pairs (s, s

′)
in which s is a simplex of dimension p in S(I) and s′ is a simplex of dimension
q in S(J).

An element f ∈ Cp,q(U,V;F) is then a system (fs,s′) of sections of F on
the Us ∩ Vs′ , where again, in the notations of no. 18, this is a system

fi0···ip,j0···jq ∈ Γ(Ui0···ip ∩ Vj0···jq ,F).

We can also identify Cp,q(U,V,F) with
∏
s′ C

p(Us′ ,F); since, for each s
′,

there is a coboundary operator d : Cp(Us′ ,F) → Cp+1(Us′ ,F), we have a
derived homomorphism

dU : Cp,q(U,V;F)→ Cp+1,q(U,V;F).

Expanding the definition of dU, we obtain:

(dUf)i0···ip+1,j0···jq =

p+1∑

k=0

(−1)kρk(fi0···̂ik···ip+1,j0···jq
),

where ρk is the restriction homomorphism defined by the inclusion of

Ui0···ip+1 ∩ Vj0···jq in Ui0···̂ik···ip+1
∩ Vj0···jq .

In the same way we define dV : Cp,q(U,V;F) → Cp,q+1(U,V;F), and we
have

(dVf)i0···ip,j0···jq+1 =

q+1∑

h=0

(−1)hρh(fi0···ip,j0···ĵh···jq+1
).

It is clear that dU ◦dU = 0, dU ◦dV = dV ◦dU, dV ◦dV = 0. Setting d′ = dU,
d′′ = (−1)pdV, we have endowed C(U,V;F) with the structure of a double
complex. Consequently we can apply to K = C(U,V;F) the definitions of
the preceeding no.; the groups of complexes designated in the general case
by Hn(K), Hp,q

I (K), Hp,q
II (K), KI , KII , are denotes here by Hn(U,V;F),

Hp,q
I (U,V;F), Hp,q

II (U,V;F), CI(U,V;F) and CII(U,V;F) respectively.
In view of the definitions of d′ and d′′, we immediately have:

Proposition 2. Hp,q
I (U,V;F) is isomorphic to

∏
s′ H

p(Us′ ,F), where
the product is over all simplexes of dimension q in S(J). In particular,

CqII(U,V;F) = H0,q
I (U,V;F)

is isomorphic to
∏
s′ H

0(Us′ ,F) = Cq(V,F).
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The last equality follows from H0(Us′ ,F) = Γ(Vs′ ,F), which is Proposition 1

of no. 20 with Vs′ in place of X.

We denote by ι′′ the canonical isomorphism: C(V,F) → CII(U,V;F). If
(fj0···jq) is an element of Cq(V,F), we now have

(ι′′f)i0,j0···jq = ρi0(fj0···jq ),

where ρi0 denotes the restriction homomorphism defined by the inclusion

Ui0 ∩ Vj0···jq in Vj0···jq .

Please note that a result analogous to Proposition 2 holds forHp,q
II (U,V;F),

and there is an isomorphism ι′ : C(U,F)→ CI(U,V;F).

29. Applications. With the notations as in the preceeding no., we have:

Proposition 3. Suppose that Hp(Us′ ,F) = 0 for all s′ and all p > 0.
Then the homomorphism Hn(V,F)→ Hn(U,V;F), defined by ι′′, is bijective
for all n ≥ 0.

This is an immediate consequence of Propositions 1 and 2.
Before stating Proposition 4, we give a lemma:

Lemma 1. Let V = {Wi}i∈I be a cover of a space Y , and let F be a
sheaf on Y . If there is an i ∈ I such that Wi = Y , then Hp(V,F) = 0 for all
p > 0.

Let V′ be the cover whose only element is Y itself; clearly V ≺ V′, and
the hypothesis on V means that V′ ≺ V. It follows (no. 22) that Hp(V,F) =
Hp(V′,F) = 0 if p > 0.

The equation Hp(V′,F) = 0 for p > 0 follows from the Corollary at the end

of no. 20.

Proposition 4. Suppose that the cover V is finer that the cover U. Then
ι′′ : Hn(V,F) → Hn(U,V;F) is bijective for all n ≥ 0. Moreover, the homo-
morphism ι′ ◦ι′′−1 : Hn(U,F)→ Hn(V,F) coincides with the homomorphism
σ(V,U) of no. 21.

It seems that there is a typo here: the homomorphism in question is ι′′
−1

◦
ι′ : Hn(U,F) → Hn(V,F).

On applying Lemma 1 withV = Us′ and Y = Vs′ , we see thatH
p(Us′ ,F) =

0 for all p > 0, and Proposition 3 then implies that

ι′′ : Hn(V,F)→ Hn(U,V;F)

is bijective for each n ≥ 0.
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Let τ : J → I be a function such that Vj ⊂ Uτj ; in order to prove the
second part of the Proposition, we need to show that, if f is an n-cocycle of
C(U,F), the cocycles ι(f) and ι′′(τf) are cohomologous in C(U,V;F).

For each integer p, 0 ≤ p ≤ n − 1, define gp ∈ Cp,n−p−1(U,V;F) by the
following formula:

gpi0···ip,j0···jn−p−1
= ρp(fi0···ipτj0···τjn−p−1),

where ρp is the restriction homomorphism defined by the inclusion

Ui0···ip ∩ Vj0···jn−p−1 in Ui0···ipτj0···τjn−p−1 .

One verifies by a direct calculation (taking into account that f is a cocycle)
that we have:

d′′(g0) = ι′′(τf), · · · , d′′(gp) = d′(gp−1), · · · , d′(gn−1) = (−1)nι′(f)

whence d(g0 − g1 + · · · + (−1)n−1gn−1) = ι′′(τf) − ι′(f), which shows that
ι′′(τf) and ι′(f) are cohomologous.

Here is the calculation. To be a little bit clearer we let ρik (instead of ρk)
denote the restriction operator that restricts to the intersection of the domain
with Uik , and we let ρjh be the restriction to the intersection of the domain
with Vjh . From the definitions we have

(d′gp−1)i0···ip,j0···jn−p−1
=

p∑

k=0

(−1)kρik(g
p−1

i0···îk···ip,j0···jn−p−1
)

=

p∑

k=0

(−1)kρikρp−1(fi0···îk···ip,τj0···τjn−p−1
)

and

(d′′gp)i0···ip,j0···jn−p−1
=

n−p−1∑

h=0

(−1)p+hρjh(g
p

i0···ip,j0···ĵh···jn−p−1

)

=

n−p−1∑

h=0

(−1)p+hρjhρp(fi0···ip,τj0··· ˆτjh···τjn−p−1
).

In view of the given condition

0 = (df)i0···in =

n∑

j=0

(−1)jρj(fi0···îj ···in)

we now see that

(d′gp−1)i0···ip,j0···jn−p−1
− (d′′gp)i0···ip,j0···jn−p−1

= ρp((df)i0···ip,τj0···τjn−p−1
) = 0.

Specializing the first of the equations above to p = n and the second to p = 0
gives

(d′gn−1)i0···in−1,j0 =

n−1∑

k=0

(−1)kρikρn−1(fi0···îk···in−1,τj0
)
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= −(−1)nρn(fi0···in−1,τj0) = −(−1)n(ι′f)i0···in−1,j0

and

(d′′g0)i0,j0···jn−1
=
n−1∑

h=0

(−1)hρjhρ0(fi0,τj0··· ˆτjh···τjn−1
)

= ρ0(fi0,τj0···τjn−1
) = (ι′′(τf))i0,j0···jn−1

.

We now complete the calculation:

d
( n−1∑

p=0

(−1)pgp
)
=

n−1∑

p=0

(−1)p[d′(gp) + d′′(gp)]

= d′(g0) + d′′(g0) +
n−1∑

p=1

(−1)p[d′(gp−1) + d′(gp)]

= d′′(g0) + (−1)n−1d′(gn−1) = ι′′(τf)− ι′f.

Proposition 5. Suppose that V is finer that U, and that Hq(Vs,F) = 0
for all s and all q > 0. Then the homomorphism σ(V,U) : Hn(U,F) →
Hn(V,F) is bijective for all n ≥ 0.

If we apply Proposition 3, with the roles of U and V reversed, we see
that ι′ : Hn(V,F) → Hn(U,V;F) is bijective. The Proposition then follows
directly from Proposition 4.

Theorem 1. Let X be a topological space, U = {Ui}i∈I a cover of X,
and F a sheaf on X. Suppose that there exist a family Vα, α ∈ A, of covers
of X satisfying the following two conditions:

(a) For any cover W of X, there is some α ∈ A such that Vα ≺W.

(b) Hq(Vα
s ,F) = 0 for all α ∈ A, all simplices s ∈ S(I),and all q > 0.

Then σ(U) : Hn(U,F)→ Hn(X,F) is bijective for all n ≥ 0.

Since the Vα are arbitrarily fine, we may suppose that they are finer than
U. In that case the homomorphism

σ(Vα,U) : Hn(U,F)→ Hn(Vα,F)

is bijective for all n ≥ 0, from Proposition 5. Since the Vα are arbitrarily fine,
Hn(X,F) is the inductive limit of the Hn(Vα,F), and the theorem follows
immediately from that.

Remarks. (1) It is likely that Theorem 1 remains true when one replaces
condition (b) with the following condition:

(b′) limαH
q(Bα

s ,F) = 0 for all simplices s in S(I) and all q > 0.
(2) Theorem 1 is analogous to a theorem of Leray on acyclic covers.

Cf. [10], and also [4], exposé XVII-7.
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Chapter II. Algebraic Varieties—Coherent algebraic

sheaves on affine varieties

Throughout the remainder of this article K is an algebraically closed field,
of arbitrary characteristic.

§1. Algebraic Varieties

30. Spaces satisfying condition (A). Let X be a topological space.
Condition (A) is:

• (A)—Every decreasing sequence of closed subsets of X is stationary.

Put another way, if one has F1 ⊃ F2 ⊃ F3 ⊃ · · · with the Fi closed in X,
then there is an m such that Fm = Fn for all n ≥ m. Or again:

• (A′)—The collection of closed subsets of X, ordered by inclusion, satis-
fies the minimal condition.

In terminology that developed subsequently, a topological space satisfying

condition (A) is said to be Noetherian, and a sequence this is eventually un-

changing is said to stabilize. By the “minimal condition” Serre presumably

means the following: a partially ordered set satisfies the minimal condition if

every subset has a minimal element.

Examples. Endow a set with the topology in which the closed subsets
are the finite subsets and X itself; condition (A) is evidently satisfied. More
generally, every algebraic variety, endowed with the Zariski topology, satisfies
(A) (cf. no. 34).

The Zariski topology (in two senses) is discussed at some length in Section

A9.

Proposition 1.

(a) If X satisfies condition (A), X is quasi-compact.

(b) If X satisfies condition (A), then all subspaces also satisfy it.

(c) If X is a finite union of subspaces satisfying condition (A), then X
satisfies condition (A).

If Fi is a decreasing filtration of closed subsets of X, and if X satisfies
(A′), then there is some Fi that is contained in all the others; if

⋂
Fi = ∅,

then there is some i such that Fi = ∅, which establishes (a).
Let G1 ⊃ G2 ⊃ G3 ⊃ · · · be a decreasing sequence of closed subsets of a

subspace Y of X; if X satisfies (A), there is an n such that Gm = Gn for all
m ≥ n, whence Gm = Y ∩Gm = Y ∩Gn = Gn, which proves (b).
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Let F1 ⊃ F2 ⊃ F3 ⊃ · · · be a decreasing sequence of closed subsets of a
space X satisfying the hypothesis of (c); since each Yi satisfies (A) there exists
for each i an ni such that Fm ∩ Yi = Fni ∩ Yi for m ≥ ni; if n = Sup(ni), then
Fm = Fn if m ≥ n, so (c) holds.

A space X is said to be irreducible if it is not the union of two closed
subspaces, neither of which is X itself; it amounts to the same thing to say
that any two nonempty open subsets of X have a nonempty intersection. All
finite families of nonempty open subsets of X have a nonempty intersection,
and each open subset of X is also irreducible.

Proposition 2. Every space X satisfying condition (A) is a finite union
of irreducible closed subspaces Yi. If we suppose that Yi is not contained in
Yj for each pair (i, j), i 6= j, the set of Yi is uniquely determined by X; these
Yi are called the irreducible components of X.

Suppose X is not a finite union of irreducible closed sets. It must not be

irreducible itself, so X is a union X = Y1 ∪ Z1 of two closed proper subsets.

In turn at least one of these, say Z1, is not a finite union of irreducible closed

subsets, so Z1 = Y2 ∪ Z2 is a union of two closed proper subsets, and we may

suppose that Z2 is a not a union of finitely many irreducible closed subsets.

Continuing indefinitely in this manner yields a decreasing sequence Z1 ⊃ Z2 ⊃

Z3 ⊃ · · · of closed subsets that does not stabilize. Thus:

The existence of a decomposition X =
⋃
Yi is evidently a consequence of

(A). If Zk is another decomposition of X, then Yi =
⋃
Yi ∩ Zk, and, since

Yi is irreducible, that implies the existence of an index k such that Zk ⊃ Yi.
Interchanging the roles of Yi and Zk, in the same way there exists an index i′

such that Zk ⊂ Yi′ , whence Yi ⊂ Zk ⊂ Yi′ . In view of the hypothesis made on
the Yi this entails that Yi = Zk, and thus the uniqueness of the decomposition.

Proposition 3. Let X be a topological space that is a finite union
of nonempty open subsets Vi. For X to be irreducible, it is necessary and
sufficient that the Vi are irreducible and that Vi ∩Vj 6= ∅ for each pair (i, j).

That these conditions are necessary was pointed out above; let’s show
that they are sufficient. If X = Y ∪ Z, where Y and Z are closed, then
Vi = (Vi ∩ Y ) ∪ (Vi ∩ Z), which implies that each Vi is contained in either Y
or Z. If Y and Z are different from X, one can find indices i, j such that Vi
is not contained in Y and Vj is not contained in Z, so we have Vi ⊂ Z and
Vj ⊂ Y . Let T = Vj \Vi∩Vj; T is closed in Vj , and we have Vj = T ∪ (Z ∩Vj);
since Vj is irreducible, this implies either that T = Vj , which is to say that
Vi ∩ Vj = ∅, or that Z ∩ Vj = Vj , i.e., Vj ⊂ Z, and a contradiction results in
either case, qed.

31. Locally closed subspaces of affine space. Let r be an integer
≥ 0, and let X = Kr be the affine space of dimension r for the field K.
We endow X with the Zariski topology ; recall that a subset of X is closed
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for this topology if it is the set of common zeros of a family of polynomials
Pα ∈ K[X1, · · · ,Xr]. Since the ring of polynomials is Noetherian, X satisfies
condition (A) of the preceeding no.; moreover, one can easily show that X is
irreducible.

That that ring of polynomials is Noetherian follows from the Hilbert basis

theorem (Theorem A4.12). Section A9 contains more expansive discussion of

the basic material Serre is reviewing here.

If x = (x1, . . . , xr) is a point in X, we denote the local ring of x by Ox;
recall that this is the subring of the field K(X1, . . . ,Xr) formed by rational
functions R that can be put in the form:

R = P/Q, where P and Q are polynomials, and Q(x) 6= 0. Such a rational
function is said to be regular at x; at every point x where Q(x) 6= 0, the
function x 7→ P (x)/Q(x) is a continuous function with values in K (K is
endowed with the Zariski topology) that can be identified with R, the field K
being infinite. The Ox, x ∈ X, form a subsheaf O of the sheaf F(X) of germs
of functions on X with values in K (cf. no. 3); the sheaf O is a sheaf of rings.

We are going to extend the preceding to subspaces that are locally closed in
X (we say that a subset of a space is locally closed in X if it is the intersection
of an open subset and a closed subset of X). Let Y be such a subspace, and
let F(Y ) be the sheaf of germs of functions on Y with values in K; if x is a
point in Y , the operation of restriction defines a canonical homomorphism

εx : F(X)x → F(Y )x.

The image of Ox under εx is a subring of F(Y )x, which we denote by Ox,Y ;
the Ox,Y form a subsheaf OY of F(Y ), that we call the sheaf of local rings
of Y . A section of OY on an open V ⊂ Y is thus, by definition, a function
f : V → K that is equal, in a neighborhood of each point x ∈ V , to the
restriction to V of a rational function that is regular at x; such a function is
said to be regular on V ; it is continuous when we endow V with the topology
induced by the topology of X, and K with the Zariski topology. The set of
functions that are regular at each point of V is a ring, the ring Γ(V,OY ); note
that if f ∈ Γ(V,OY ) and f(x) 6= 0 for all x ∈ V , then 1/f is also in Γ(V,OY ).

There is an alternative characterization of the sheaf OY :

Proposition 4. Let U (resp. F) be an open (resp. closed) subspace of
X, and let Y = U ∩ F . Let I(F ) be the ideal of K[X1, . . . ,Xr] consisting
of the polynomials that vanish on F . If x is a point of Y , the kernel of the
surjection εx : Ox → Ox,Y is equal to the ideal I(F ) · Ox of Ox.

It is clear that every element of I(F ) · Ox is contained in the kernel of
εx. Conversely, let R = P/Q be an element of the kernel, P and Q being
polynomials with Q(x) 6= 0. By hypothesis there is an open neighborhood W
of x such that P (y) = 0 for all y ∈ W ∩ F ; let F ′ be the complement of W ,
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which is closed in X; since x /∈ F ′, there exists, by definition of the Zariski
topology, a polynomial P1, vanishing on F ′ and not at x; the polynomial P ·P1

is evidently in I(F ), and we can write R = P ·P1/Q ·P1, thereby showing that
R ∈ I(F ) · Ox.

Corollary. The ring Ox,Y is isomorphic to the ring of fractions of
K[X1, . . . ,Xr]/I(F ) relative to the maximal ideal defined by the point x.

This follows immediately from the construction of the ring of fractions of
a quotient ring (cf. for example [8], Chap. XV, §5, th. XI).

Proposition A5.3 handles the formalities of this intuitively obvious point.

32. Regular functions. Let U (resp. V ) be a locally closed subspace of
Kr (resp. Ks). A function ϕ : U → V is said to be regular on U (or simply
regular) if:

(a) ϕ is continuous.

(b) If x ∈ U , and if f ∈ Oϕ(x),V , then f ◦ ϕ ∈ Ox,U .

Denote the coordinates of the point ϕ(x) by ϕi(x), 1 ≤ i ≤ s. Then:

Proposition 5. In order for ϕ : U → V to be regular on U it is necessary
and sufficient that the ϕi : U → K are regular on U for all i, 1 ≤ i ≤ s.

Since the coordinate functions are regular on V , the condition in neces-
sary. Conversely, suppose that it is the case that ϕi ∈ Γ(U,OU ) for all i;
if P (X1, . . . ,Xs) is a polynomial, the function P (ϕ1, . . . , ϕs) is contained in
Γ(U,OU ) because Γ(U,OU ) is a ring; it follows that it is a continuous function
on U , so that the set of points mapped to zero is closed, which proves the
continuity of ϕ. If we have an x ∈ U and f ∈ Oϕ(x),V , locally we can write
f in the form f = P/Q, where P and Q are polynomials and Q(ϕ(x)) 6= 0.
The function f ◦ ϕ is then equal to P ◦ ϕ/Q ◦ ϕ is a neighborhood of x; since
Q ◦ ϕ(x) 6= 0, it follows that f ◦ ϕ is regular in a neighborhood of x, qed.

The composition of two regular functions in regular. A bijection ϕ : U → V
is called a biregular isomorphism (or simply an isomorphism) if ϕ and ϕ−1 are
regular functions; in other words, ϕ is a homeomorphism from U to V that
transforms the sheaf OU into the sheaf OV .

33. Products. If r and r′ are two integers ≥ 0, we identify the affine
space Kr+r′ with Kr ×Kr′ . The Zariski topology of Kr+r′ is finer than the
product of the Zariski topologies of Kr and Kr′ ; it is strictly finer if r and r′

are > 0. It follows that if U and U ′ are locally closed subspaces of Kr and
Kr′ , U ×U ′ is a locally closed subspace of Kr+r′ and the sheaf OU×U ′ is well
defined.

Let W be another locally closed subspace of Kt, t ≥ 0, and let ϕ :W → U
and ϕ′ : W → U ′ be two functions. It follows immediately from Proposition
5 that we have:
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Proposition 6. In order for a function x→ (ϕ(x), ϕ′(x)) to be a regular
function, it is necessary and sufficient that ϕ and ϕ′ are regular.

Since all constant functions are regular, the preceeding Proposition shows
that each section x→ (x, x′0), x

′
0 ∈ U

′, is a regular function from U to U×U ′;
moreover, the projections U ×U ′ → U and U ×U ′ → U ′ are evidently regular.

Let V and V ′ be locally closed subspaces of Ks andKs′ , and let ψ : U → V
and ψ′ : U ′ → V ′ be two functions. The preceeding remarks, together with
Proposition 6, show that we now have (cf. [1], Chap. IV):

Proposition 7. In order for ψ × ψ′ : U × U ′ → V × V ′ to be regular, it
is necessary and sufficient that ψ and ψ′ are regular.

Whence:

Corollary. In order for ψ×ψ′ : U×U ′ → V ×V ′ to be a regular isomor-
phism, it is necessary and sufficient that ψ and ψ′ are regular isomorphisms.

34. Definition of the structure of an algebraic variety. An algebraic
variety over K (or simply an algebraic variety) is a set X endowed with:

(1◦) a topology,

(2◦) a subsheaf of the sheaf F (X) of germs of functions on X with values in
K,

that satisfy the axioms (VAI) and (VAII) given below.

First of all we note that if X and Y are endowed with two structures of
the preceeding type, there is a notion of isomorphism between X and Y ; this
is a homeomorphism from X to Y that induces an isomorphism of OX and
OY . Also, if X ′ is an open subset of X, we can endow X ′ with the induced
topology and the induced sheaf: there is a notion of the induced structure on
an open set. With these points clarified, we can state the axiom (VAI):

(VAI)— There is a finite open cover V = {Vi}i∈I of the space X such that
each Vi, endowed with the induced structure, is isomorphic to a locally closed
subspace Ui of an affine space, endowed with the sheaf OUi defined in no. 31.

To simplify the language, we say that a space X endowed with a sheaf
satisfying (VAI) is a prealgebraic variety—(. An isomorphism ϕi : Vi → Ui
will be called a chart on the open set Vi; condition (VAI) indicates that it is
possible to construct X using finitely many of these charts. Proposition 1 of
no. 30 shows that X satisfies condition (A), hence is quasicompact, as do all
its subspaces.

The topology of X will be called the “Zariski topology” of X, and the
sheaves OX will be called the sheaf of local rings of X.

Proposition 8. Let X be a set that is a finite union of subsets Xj ,
j ∈ J . Suppose that each Xj is endowed with the structure of a prealgebraic
variety, and that the following conditions are satisfied:
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•

(a) Xi ∩Xj is open in Xi for all i, j ∈ J ;

(b) the structures induced by Xi and by Xj on Xi ∩Xj are the same for all
i, j ∈ J .

Then there is a unique structure of a prealgebraic variety on X such that the
Xj are open subsets of X and the structure induced on each Xj is the given
structure.

The existence and uniqueness of the topology of X and the sheaf OX is
immediate; it remains to verify that this topology and sheaf satisfy (VAI), and
this follows from the fact that the Xj are finite in number and each satisfies
(VAI).

Corollary. Let X and X ′ be two prealgebraic varieties. Then X ×
X ′ has a unique structure of a prealgebraic variety satisfying the following
condition: If ϕ : V → U and ϕ′ : V ′ → U ′ are charts (with V open in X and
V ′ open in X ′) then V × V ′ is open in X ×X ′ and ϕ×ϕ′ : V × V ′ → U ×U ′

is a chart.

Cover X with a finite number of open sets Vi with charts ϕi : Vi → Ui, and
let (V ′

j , U
′
j , ϕ

′
j) be an analogous system for X ′. The set X×X ′ is the union of

the Vi × V
′
j ; endow each Vi × V

′
j with the prealgebraic variety structure that

is the image of that of Ui×U
′
i induced by ϕ−1

i × ϕ
−1
j ; the hypotheses (a) and

(b) of Proposition 8 are applicable to this covering of X × X ′, by virtue of
the corollary of Proposition 7. We obtain in this way a prealgebraic variety
structure on X ×X ′ that satisfies the desired conditions.

One can apply the preceeding corollary to the particular case X ′ = X;
then X × X is endowed with the structure of a prealgebraic variety, and in
particular with a topology. We can now state the axiom (VAII):

(VAII)—The diagonal ∆ of X ×X is closed in X ×X.
Let’s suppose that X is a prealgebriac variety, constructed using the “glu-

ing” procedure of Proposition 8; in order for the condition (VAII) to be sat-
isfied it is necessary and sufficient that each Xij = ∆ ∩Xi ×Xj is closed in
Xi × Xj. Now Xij is the set of (x, x) for x ∈ Xi ∩ Xj. Suppose also that
there are charts ϕi : Xi → Ui and ϕj : Xj → Uj , and let Tij = ϕi × ϕj(Xij);
Tij is the set of (ϕi(x), ϕj(x)) for x in Xi ∩Xj. Axiom (VAII) now takes the
following form:

(VA′
II)—For each pair (i, j), Tij is closed in Ui × Uj.

prealgebraic variety—)
From this form one recovers axiom (A) of Weil (cf. [16], p. 167), taking

into account that Weil considers only irreducible varieties.
Examples of algebraic varieties: Each locally closed subspace U of an

affine space, endowed with the induced topology and the sheaf OU defined in
no. 31, is an algebraic variety. Every projective variety is an algebraic variety
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(cf. no. 51). Every algebraic fiber space (cf. [17]) whose base and fiber are
algebraic varieties is an algebraic variety.

In each case the verification of (VAII) is simply a matter of observing that

the diagonal is defined by equations of the form xi = x′
i, which are algebraic

of course.

Remarks. (1) We note the analogy between the condition (VAII) and the
condition of separation imposed on topological spaces and differentiable and
analytic manifolds.

If X is a topological space and X × X has the product topology, then X is

a Hausdorff space if and only if ∆ is closed. But an algebraic variety is never

Hausdorff, unless it is finite. Also, the diagonal is typically not closed in the

product topology when X has the Zariski topology, so (VAII) has substance,

and is thus a potential surrogate for the Hausdorff condition. The hope (which

will eventually be realized) is that separation will entail consequences that are

similar to the implications of the Hausdorff condition.

(2) Simple examples show that (VAII) is not a consequence of (VAI).

The line with two origins works here.

35. Regular functions, induced structures, products. Let X and
Y be two algebraic varieties, ϕ a function from X to Y . We say that ϕ is
regular if

(a) ϕ is continuous,

(b) if x ∈ X, and if f ∈ Oϕ(x),Y , then f ◦ ϕ ∈ Ox,X .

As we saw in no. 32, the composition of two regular functions is regular,
and, in order for a bijection ϕ : X → Y to be an isomorphism, it is necessary
and sufficient that ϕ and ϕ−1 are regular. The regular functions form a fam-
ily of morphisms for the structure of algebraic varieties, in the sense of [1],
Chap. IV.

Of course Serre is saying that algebraic varieties and regular functions consti-

tute a category, but categorical language was poorly developed back then.

Let X be an algebraic variety, and X ′ a closed subset of X. Endow X ′

with the topology induced by the topology of X and the sheaf OX induced by
OX (more precisely, for each x ∈ X ′ we define Ox,X to be the image of Ox,X
under the canonical homomorphism: F(X)x → F(X

′)x).
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Clearly there are typos here, insofar as one of the symbols OX should be OX′

and one of the symbols Ox,X should be Ox,X′ . It would have been easy enough

to correct them, but leaving them in illustrates one of the problems that journal

articles (not exclusively, but more so than books) present.

Axiom (VAI) holds: if ϕi : Vi → Ui is a system of charts such that X =⋃
Vi, we can set V ′

i = X ′∩Vi and U
′
i = ϕi(V

′
i ), and ϕi : V

′
i → U ′

i is a system of
charts such that X ′ =

⋃
V ′
i . Axiom (VAII) is satisfied because the topology

of X ′ × X ′ is induced by that of X × X (one can also use (VA′
II)). In this

way we define the structure of an algebraic variety on X ′, which is called the
structure induced by that of X; we also say that X ′ is a subvariety of X (in
Weil [16], the term “subvariety” is reserved for those that herein are called
closed irreducible subvarieties). If ι denotes the injection of X ′ in X, ι is
a regular function; moreover, if ϕ is a function from an algebraic variety Y
to X ′, in order for ϕ to be regular, it is necessary and sufficient that ι ◦ ϕ
is regular (it is this fact that justifies the term “induced structure,” cf. [1],
loc. cit.).

If X and X ′ are two algebraic varieties, X × X ′ is an algebraic variety,
called the product variety ; it suffices to show that axiom (VAII) is satisfied.
In other words, if ϕ : Vi → Ui and ϕ

′
i′ : V

′
i′ → U ′

i′ are systems of charts with
X =

⋃
Vi and X

′ =
⋃
V ′
i′ , the set Tij×T

′
i′j′ is then closed in Ui×Uj×U

′
i′×U

′
j′

(the notation is from no. 34); this follows immediately from the fact that Tij
and T ′

i′j′ are closed in Ui × Uj and U
′
i′ × U

′
j′ respectively.

It’s not quite as immediate as it would be with the product topology. Here

we need to recognize that the Zariski topology of Ui × Uj × U ′
i′ × U ′

j′ is finer

than the product topology derived from the Zariski topologies of Ui × Uj and

U ′
i′ × U ′

j′ .

Propositions 6 and 7 are valid without any modification for algebraic va-
rieties.

If ϕ : X → Y is a regular function, the graph Φ of ϕ is closed in X × Y
because it is the inverse image of the diagonal of Y × Y under the function
ϕ × 1 : X × Y → Y × Y ; moreover, the function ψ : X → Φ defined by
ψ(x) = (x, ϕ(x)) is an isomorphism; in effect, ψ is a regular function, as is
ψ−1 (because it is the restriction of the projection X × Y → X).

36. Field of rational functions on an irreducible variety. We first
prove two lemmas of a purely topological nature:

Lemma 1. Let X be a connected space, G an abelian group, and G the
constant sheaf on X, isomorphic to G. The canonical function G → Γ(X,G)
is bijective.

An element of Γ(X,G) is nothing other than a continuous function from
X to G, endowed with the discrete topology. Since X is connected, such a
function is constant, which implies the lemma.
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We say that a sheaf F on a space X is locally constant if each point in X
has a neighborhood U such that F(U) is constant on U .

Lemma 2. A locally constant sheaf on an irreducible space is constant.

Let F be the sheaf, X the space, and set F = Γ(X,F); it suffices to show
that the canonical homomorphism ρx : F → Fx is bijective for each x, since
we obtain in this way an isomorphism between the constant sheaf of F and
the given sheaf F .

If f ∈ F , the locus of points x ∈ X such that f(x) = 0 is closed (from the
general properties of sheaves) and open (because F is locally constant); since
an irreducible space is connected, this locus is either ∅ or X, which shows that
ρx is injective.

Now let m ∈ Fx, and let s be a section of F on a neighborhood U of x
such that s(x) = m; cover X with nonempty open sets Ui such that F(Ui) is
constant on Ui; since X is irreducible, we have U ∩ Ui 6= ∅; choosing a point
xi ∈ U∩Ui; evidently there is a section of F on Ui such that si(xi) = s(xi), and
since the sections s and si coincide at xi, they coincide everywhere in Ui ∩U ;
the same si and sj coincide on Ui∩Uj, since they coincide on U ∩Ui∩Uj 6= ∅;
now the sections si define a unique section s of F above X, and we have
ρx(s) = m, which completes the proof.

Now let X be an irreducible algebraic variety. If U is a nonempty open
subset of X, set AU = Γ(U,OX); AU is an integral domain: in effect, suppos-
ing that we have f · g = 0, f and g are regular functions from U to K; if F
(resp. G) is the locus of points x ∈ U such that f(x) = 0 (resp. g(x) = 0), we
have U = F ∪G, and F and G are closed in U , since f and g are continuous;
since U is irreducible, this entails that F = U or G = U , so that either f or g
vanishes on U . We can therefore speak of the field of quotients of AU , which
we denote by KU ; if U ⊂ V , the homomorphism ρVU : AV → AU is injective
since U is dense in V , and we have a well defined isomorphism ϕVU between
KV and KU ; the system of {KU , ϕ

V
U } define a sheaf of fields K; moreover, Kx

is canonically isomorphic to the field of quotients of Ox,X .

Proposition 9. For every irreducible algebraic variety X, the sheaf K
defined as above is a constant sheaf.

In view of Lemma 2, it suffices to prove the Proposition when X is a
locally closed subvariety of the affine space Kr; let F be the closure of X in
Kr, and let I(F ) be the ideal of K[X1, . . . ,Xr] consisting of the polynomials
that vanish on F (or on X, which amounts to the same thing). If we set A =
K[X1, . . . ,Xr]/I(F ), the ring A is an integral domain since X is irreducible;
let K(A) be the field of quotients of A. The corollary of Proposition 4 allows
us to identify Ox,X with the ring of fractions of A relative to the maximal
ideal defined by x; in this way we obtain an isomorphism of the field K(A)
and the field of fractions of Ox,X , and it is easy to verify that this defines
an isomorphism between the constant sheaf equal to K(A) and the sheaf F ,
which proves the proposition.
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From Lemma 1, the sections of the sheaf K form a field, isomorphic to
Kx, for each x ∈ X, that we denote by K(X). We call this the field of
rational functions on X; it is an extension of finite type of the field K, and its
transcendence degree over K is the dimension of X (we extend this definition
to reducible algebraic varieties by setting dim X = Sup dim Yi, if X is a union
of irreducible subvarieties Yi). In general one can identify the field K(X) with
the field Kx; since we have Ox,X ⊂ Kx, we can identify Ox,X with a subring
of K(X) (it is the ring of specialization of the point x in K(x), in the sense
of Weil, [16], p. 77). If U is open in X, Γ(U,Ox) is then the intersection in
K(X) of the rings Ox,X for x contained in U .

If Y is a subvariety of X, we have dim Y ≤ dim X; if in addition Y is
closed, and does not contain an irreducible component of X, we have dim Y <
dim X, because this can be reduced to the case of a subvariety of Kr (cf. for
example [8], Chap. X, §5, th. II).

This depends on background material in field theory that can be found in
Chapter 8 of Milne’s notes on field theory. The claim reduces to a claim
about each of the irreducible components of Y , so we may assume that Y
is irreducible. Since Y is contained in one of the irreducible components of
X, we may assume that X is irreducible. In the affine case we may assume
that Y corresponds to a prime ideal p in K[X], so that K[Y ] = K[X]/p.
Let d = dim Y . Suppose that K[Y ] = K[f1, . . . , fn] where f1, . . . , fd are
a transcendence basis for K(Y ). It suffices to show that if 0 6= g ∈ p, then
f1, . . . , fd, g are algebraically independent inK(X). If not, there is an algebraic
relation

cm(f1, . . . , fd)g
m + · · ·+ c1(f1, . . . , fd)g + c0(f1, . . . , fd) = 0

where ci(f1, . . . , fd) ∈ K[f1, . . . , fd]. Since X is irreducible, K[f1, . . . , fd, g] is

an integral domain, so we can cancel powers of g to make c0(f1, . . . , fd) 6= 0.

Restricting this equation to Y gives c0(f1, . . . , fd) = 0, which contradicts the

algebraic independence of f1, . . . , fd.

§2. Coherent Algebraic Sheaves

37. The sheaf of local rings of an algebraic variety. We return to
the notation of no. 31: let X = Kr, and let O be a sheaf of local rings of X.
Then:

Lemma 1. The sheaf O is a coherent sheaf of rings, in the sense of no. 15.

Fix x ∈ X, a neighborhood U of x, and sections f1, . . . , fp of O on U ,
which is to say rational functions that are regular at each point of U ; we need
to show that the sheaf of relations between f1, . . . , fp is a sheaf of finite type
over O. Replacing U with a smaller neighborhood if need be, we may suppose
that the fi can be written as fi = Pi/Q, where the Pi and Q are polynomials
and Q does not vanish anywhere in U . Now suppose that y ∈ U and gi ∈ Oy
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are such that
∑p

i=1 gifi vanishes in a neighborhood of y. Again, we can write
the gi in the form gi = Ri/S, where the Ri and S are polynomials, and S
does not vanish at y. The relation “

∑p
i=1 gifi = 0 in a neighborhood of y” is

equivalent to the relation “
∑p

i=1RiPi = 0 in a neighborhood of y,” which is
in turn equivalent to

∑p
i=1RiPi = 0. Since the module of relations between

the polynomials Pi is a module of finite type (since the ring of polynomials is
Noetherian), it follows that the sheaf of relations between the fi is of finite
type.

Lemma A4.6 asserts that if R is a Noetherian ring andM is a finitely generated

R-module, then M is Noetherian. The ring of polynomials in r variables with

coefficients in K is Noetherian by the Hilbert basis theorem, so its p-fold

cartesian product is also Noetherian (Corollary A4.5) and any submodule of a

Noetherian R-module is Noetherian.

Now let V be a closed subvariety of X = Kr; for each x ∈ X let Ix(V ) be
the ideal of Ox consisting of those elements f ∈ Ox whose restrictions to V
vanish in a neighborhood of x. (We have Ix(V ) = Ox if x /∈ V ). The Ix(V )
form a subsheaf I(V ) of the sheaf O.

Lemma 2. The sheaf I(V ) is a coherent sheaf of O-modules.

Let I(V ) be the ideal of K[X1, . . . ,Xr] consisting of the polynomials that
vanish on V . From Proposition 4 of no. 31, Ix(V ) is equal to I(V ) · Ox for
all x ∈ V , and one sees immediately that that formula holds also for x /∈ V .
The ideal I(V ) is generated by a finite number of elements, and it follows that
the sheaf I(V ) is of finite type, hence coherent by virtue of Lemma 1 and
Proposition 8 of no. 15.

We can now extend Lemma 1 to an arbitrary algebraic variety:

Proposition 1. If V is an algebraic variety, the sheaf OV is a coherent
sheaf of rings on V .

The question being local, we can suppose that V is a closed subvariety
of the affine space Kr. From Lemma 2, the sheaf I(V ) is a coherent sheaf
of ideals, whence the sheaf O/I(V ) is a coherent sheaf of rings on X, as
per Theorem 3 of no. 16. This sheaf of rings vanishes outside of V , and its
restriction to V is none other than OV (no. 31); hence the sheaf OV is a
coherent sheaf of rings on V (no. 17, corollary to Proposition 11).

Remark It is clear that Proposition 1 holds, more generally, for all preal-
gebraic varieties.

38. Coherent algebraic sheaves. If V is an algebraic variety with sheaf
of local rings OV , an algebraic sheaf on V is a sheaf of OV -modules, in the
sense of no. 6; if F and G are two algebraic sheaves, we say that ϕ : F → G
is an algebraic homomorphism (or simply a homomorphism) if it is an OV -
homomorphism; recall that this means that each ϕx : Fx → Gx is Ox,V -linear
and that ϕ maps each local section of F to a local section of G.
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If F is an algebraic sheaf on V , the cohomology groups Hq(V,F) are
modules on Γ(V,OV ), cf. no. 23; in particular, they are vector spaces over K.

An algebraic sheaf F on V is said to be coherent if it is a coherent sheaf
of OV -modules, in the sense of no. 12; in view of Proposition 7 of no. 15 and
Proposition 1 above, such a sheaf is characterized by the fact that it is locally
isomorphic to the kernel of an algebraic homomorphism ϕ : OqV → O

p
V .

We will give several examples of coherent algebraic sheaves, and will see
others later, notably cf. no. 48, 57.

39. Sheaves of ideals defined on a closed subvariety.
Let W be a closed subvariety of an algebraic variety V . For each x ∈ V ,

let Ix(W ) be the ideal of Ox,V consisting of the elements f whose restriction
to W is null in a neighborhood of x; let I(W ) be the subsheaf of OV defined
by the Ix(W ). The following Proposition generalizes Lemma 2:

Proposition 2. The sheaf I(W ) is a coherent algebraic sheaf.

Since the issue is local, we can assume that V (and therefore also W ) is a
closed subvariety of the affine space Kr. It follows from Lemma 2, applied to
W , that the ideal defined by W in Kr is of finite type; consequently I(W ),
which is the image of the canonical homomorphism O → OV , is also of finite
type, and is coherent due to Proposition 8 of no. 15 and Proposition 1 of
no. 37.

Let OW be the sheaf of local rings of W , and let OVW be the sheaf on V
obtained by prolonging OW by 0 elsewhere (cf. no. 5); this sheaf is canonically
isomorphic to OV /I(W ), which is to say that there is an exact sequence:

0→ I(W )→ OV → O
V
W → 0.

Now let F be an algebraic sheaf on W , and let FV be the sheaf obtained
by prolonging F by 0 outside of W ; we can think of FV as a sheaf of OVW -
modules, and also as a sheaf of OV -modules whose annihilator contains I(W ).
We have:

Proposition 3. If F is a coherent algebraic sheaf onW , FV is a coherent
algebraic sheaf on V . Conversely, if G is a coherent algebraic sheaf on V whose
annihilator contains I(W ), the restriction of G to W is a coherent algebraic
sheaf on W .

If F is a coherent algebraic sheaf on W , FV is a coherent sheaf of OVW -
modules (no. 17, Proposition 11), hence a coherent sheaf of OV -modules
(no. 16, Theorem 3). Conversely, if G is a coherent algebraic sheaf on V ,
whose annihilator contains I(W ), G can be regarded as a sheaf of OV /I(W )-
modules, and is therefore a coherent sheaf (no. 16, Theorem 3); the restriction
of G to W is then a coherent sheaf of OW -modules (no. 17, Proposition 11).

Thus any coherent algebraic sheaf on W can be identified with a coherent
algebraic sheaf on V (and this identification does not change the cohomology
groups, as per Proposition 8 of no. 26). In particular, any coherent algebraic



284 COHERENT ALGEBRAIC SHEAVES

sheaf on an affine (resp. projective) variety can be thought of as a coherent
algebraic sheaf on affine (resp. projective) space; we will often make use of
this possibility in what follows.

Remark: Let G be a coherent algebraic sheaf on V , which vanishes outside
of W ; the annihilator of G does not necessarily contain I(W ) (in other words,
G cannot always be regarded as a coherent algebraic sheaf on W ); the only
thing one can say for sure is that it contains a power of I(W ).

40. Sheaves of fractional ideals.
Let V be an irreducible algebraic variety, and let K(V ) be the constant

sheaf of rational functions on V (cf. no. 36); K(V ) is an algebraic sheaf, which
is not coherent if dim V > 0. A algebraic subsheaf F of K(V ) could be called
a “sheaf of fractional ideals,” because each Fx is a fractional ideal of Ox,V .

Proposition 4. In order for an algebraic subsheaf F of K(V ) to be
coherent, it is necessary and sufficient that it be of finite type.

The necessity is trivial. To demonstrate sufficiency it suffices to prove that
K(V ) satisfies condition (b) of definition 2 of no. 12, which is to say that if
f1, . . . , fp are rational fractions, the sheaf R(f1, . . . , fp) is of finite type. If x
is a point of V , one can find the functions gi and h such that fi = gi/h, gi
and h are regular in a neighborhood of x, and h does not vanish anywhere in
U ; the sheaf R(f1, . . . , fp) is then equal to the sheaf R(g1, . . . , gp) which is of
finite type, because OV is a coherent sheaf of rings.

41. Sheaves associated with a fiber bundle with vector space
fiber. Let E be an algebraic fiber space, with r-dimensional fiber, and with
an algebraic variety V as its base; by definition, the fiber type of E is a
the vector space Kr, and the structural group is the linear group GL(r,K)
operating on Kr in the usual fashion (for the definition of an algebraic fiber
space, cf. [17]; see also [15], no. 4 for analytic fiber spaces with vector space
fibers).

Serre is writing from the perspective of the early days of the theory of fiber
bundles. (He was an important contributor.) As time went on the theory
solidified its place within mathematics, and established certain terminology
that renders Serre’s discussion a bit obsolete. Briefly, here are the main def-
initions in the modern system of terminology. A fiber bundle is a continuous
function p : E → B, where E and B are topological spaces, such that for a
third topological space F , called the fiber of the bundle, there is a covering
{Uα}α∈A of B with open sets such that for each α there is a homeomorphism
φα : Uα×F → p−1(Uα) such that p(φ(x, f)) = x for all (x, f) ∈ Uα×F . Some-
times a fiber bundle is described as a “twisted product,” reflecting the fact that
locally it has the structure of a cartesian product, but more complicated things
may be happening at the global level.

One may impose structure by requiring that the spaces and maps belong to
some nice category—smooth, analytic, algebraic. In addition, for any α, β ∈ A
and x ∈ Uα ∩ Uβ there is a homeomorphism ψxα,β : F → F defined implicitly
by the equation φ−1

β (φα(x, f)) = (x, ψxα,β(f)), and additional structure is im-
posed by requiring that these homeomorphisms lie in a subgroup of the group
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of homeomorphisms between F and itself called the structural group. In topo-
logical literature the structural group might be unmentioned if the intent is to
impose no restriction.

In contemporary terminology a fibre bundle is said to be a vector bundle

if its fibre is a finite dimensional vector space and the structural group is the

general linear group of the space. Thus the object Serre is introducing might

be called an “algebraic vector bundle” in contemporary literature.

If U is an open subset of V , let S(E)U be the set of regular sections on U ;
if V ⊃ U , there is the restriction homomorphism ϕVU : S(E)V → S(E)U ; thus
this is a sheaf, called the sheaf of germs of sections of E. Since E is a fiber
bundle whose fiber is a vector space, each S(E)U is a Γ(U,OV )-module, and
it follows that S(E) is an algebraic sheaf on V . If we identify E locally with
V ×Kr, we see that:

Proposition 5. The sheaf S(E) is locally isomorphic to OrV ; in partic-
ular, it is a coherent algebraic sheaf.

Conversely, it is easy to see that each algebraic sheaf on V , locally iso-
morphic to OrV , is isomorphic to a sheaf S(E), where E is unique up to
isomorphism.

If V is a variety without singularities, one can take for E the fiber space
of p-covectors tangent to V (p is an integer ≥ 0); let Ωp be the corresponding
sheaf S(E); an element of Ωpx, x ∈ V , is none other than a differential form of
degree p on V , regular at x. If we set hp,q = dimK H

q(V,Ωp), we know that,
in the classical case (and if V is projective) hp,q is equal to the dimension of
the space of harmonic forms of type (p, q) (theorem of Dolbeault5), and if Bn
denotes the nth Betti number of V , we have Bn =

∑
p+q=n h

p,q. In the general
case, one can take the preceding formula as the definition of the Betti numbers
of a projective variety without singularities (we will see in effect in no. 66 that
the hp,q are finite). It would be interesting to study their properties and
notably to see whether they coincide with those that occur in the conjectures
of Weil on varieties over finite fields.6 Here we point out only that they satisfy
the “duality of Poincaré” Bn = B2m−n when V is irreducible and of dimension
m.

The cohomology groups Hq(V,S(E)) are also pertinent to other questions,
notably the theorem of Riemann-Roch, likewise in the classification of alge-
braic fiber spaces with base V and structural group the affine group x→ ax+b
(cf. [17] §4, which treats the case where dimV = 1).

§3. Coherent algebraic sheaves on affine varieties

42. Affine varieties. An algebraic variety V is said to be affine if it is
isomorphic to a closed subvariety of an affine space. The product of two affine
5P. Dolbeault. Sur la cohomology des varietés analytique complexes. C. R. Paris, 236, 1953,
p. 175-177.
6 Bulletin Amer. Math. Soc., 55, 1949, p. 507.
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varieties is an affine variety; every closed subvariety of an affine variety is an
affine variety.

An open subset U of an an algebraic variety X is said to be affine if,
endowed with the structure of an algebraic variety induced by that of X, it is
an affine variety.

Proposition 1. Let U and V be two open subsets of an algebraic variety
X. If U and V are affine, U ∩ V is affine.

Let ∆ be the diagonal of X × X; from no. 35, the function x → (x, x)
is a biregular isomorphism between U ∩ V and ∆ ∩ U × V . Since U and V
are affine varieties, U × V is also an affine variety; on the other hand, ∆ is
closed in X ×X from Axiom (VAII), so ∆∩U × V is closed in U × V , and is
consequently an affine variety, qed.

(It is easy to see that the Proposition is false for prealgebraic varieties:
Axiom (VAII) plays an essential role here.)

We now introduce a notation that will be used throughout the rest of this
paragraph: if V is an algebraic variety, and f is a regular function on V , we
denote by Vf the open subset of V consisting of the points x ∈ V such that
f(x) 6= 0.

Proposition 2. If V is an affine algebraic variety, and f is a regular
function on V , the open set Vf is an open affine subvariety.

Let W be the subset of V × K consisting of the pairs (x, λ) such that
λ ·f(x) = 1; it is clear that W is closed in V ×K, and thus is an affine variety.
For each (x, λ) ∈ W set π(x, λ) = x; the function π is a regular function
from W to Vf . Inversely, for all x ∈ Vf , let ω(x) = (x, 1/f(x)); the function
ω : Vf → W is regular, and we have π ◦ ω = 1, ω ◦ π = 1, so Vf and W are
isomorphic, qed.

Does this really have to be so roundabout? Couldn’t we just say that V \Vf is

closed in V , so Vf is open? Axioms (VAI) and (VAII) seem to be automatic?

Proposition 3. Let V be a closed subvariety of Kr, F a closed subset
of V , and U = V \ F . The open sets VP , with P running over the set of
polynomials that vanish on F , form a base of the topology of U .

Let U ′ = V \ F ′ be an open subset of U , and let x ∈ U ′; we need to show
that there is a P such that VP ⊂ U ′ and x ∈ VP ; in other words, P vanishes
on F ′ but not at x; the existence of such a polynomial is a simple consequence
of the definition of the topology of Kr.

Theorem 1. The open affine subvarieties of an algebraic variety X form
a base of open sets for the topology of X.

The question being local, we may suppose that X is a locally closed sub-
variety of an affine space Kr; in this case, the theorem follows immediately
from Propositions 2 and 3.
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Corollary. The coverings of X formed of open affine subsets are
arbitrarily fine.

We note that if U = {Ui}i∈I is such a covering, the Ui0···ip are all open
affines, by Proposition 1.

43. Some preliminary properties of irreducible varieties. Let V
be a closed subvariety of Kr, and let I(V ) be the ideal of K[X1, . . . ,Xr]
consisting of the polynomials that vanish on V ; let A be the quotient ring
k[X1, . . . ,Xr]/I(V ); there is a canonical homomorphism

ι : A→ Γ(V,OV )

that is injective by virtue of the definition of I(V ).

Proposition 4. If V is irreducible, ι : A→ Γ(V,OV ) is bijective.

(In fact, this holds for all closed subvarieties of Kr, as we will show in the
next no.)

Let K(V ) be the field of fractions of A; from no. 36, we can identify Ox,V
with the ring of fractions of A relative to the maximal ideal mx of polynomials
vanishing at x, and we have Γ(V,OV ) = A =

⋂
x∈V Ox,V (all the Ox,V are

regarded as subrings of K(V )). But every maximal ideal of A is equal to
one of the mx, since K is algebraically closed (theorem of zeros of Hilbert);
from this it follows immediately (cf. [8], Chap. XV, §5, th. X) that A =⋂
x∈V Ox,V = Γ(V,OV ), qed.

As a matter of definition, and no. 36, we have

Γ(V,OV ) =
⋂

x∈V

Ox,V =
⋂

x∈V

Amx .

Hilbert’s nullstellensatz (Theorem A9.1) implies that every maximal ideal of A

is mx for some x. Now
⋂
x∈V Amx = A follows from the fact that any integral

domain A is the intersection, inside its field of fractions, of the subrings Am for

maximal ideals m. To show this suppose that f is an element of the intersection,

but not an element of A itself, and let I = { a ∈ A : af ∈ A }. Then 1 /∈ I ,

so I is a proper ideal and is consequently contained in some maximal ideal m.

Since A\m ⊂ A\ I , f has no representation of the form a/s with s /∈ m, which

contradicts the assumption that f ∈ Am.

Proposition 5. Let X be an irreducible algebraic variety, Q a regular
function on X, and P a regular function on XQ. Then, for all sufficiently large
n, the rational function QnP is regular on all of X.

In view of the quasi-compactness of X, the question is local; from Theo-
rem 1, we can suppose that X is a closed subvariety of Kr. The preceeding
Proposition shows then that Q is an element of A = K[X1, . . . ,Xr]/I(X). The
hypothesis on P means that, for each point x ∈ XQ, we can write P = Px/Qx,
with Px and Qx in A, and Qx(x) 6= 0; if a denotes the ideal of A generated
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by the Qx, the variety of zeros of a is contained in the variety of zeros of Q;
by virtue of the theorem of zeros of Hilbert, this implies that Qn ∈ a for n
sufficiently large, whence Qn =

∑
Rx ·Qx and QnP =

∑
Rx ·Px with Rx ∈ A,

which shows that QnP is regular on X.

(Equally, one can use the fact that XQ is affine if X is, and apply Propo-
sition 4 to XQ.)

Proposition 6. Let X be an irreducible algebraic variety, Q a regular
function on X, F a coherent algebraic sheaf on X, and s a section of F above
X whose restriction to XQ vanishes. Then, for all sufficiently large n, the
section Qns vanishes on all of X.

The question being local, we may suppose that:

(a) X is a closed subvariety of Kr,

(b) F is isomorphic to the cokernel of the isomorphism ϕ : OpX → O
q
X ,

(c) s is the image of a section σ of OqX .

(In effect, all these conditions hold locally.)

Let A = Γ(X,OX) = K[X1, . . . ,Xr]/I(X). The section σ can be identified
with a system of q elements of A. On the other hand, let

t1 = ϕ(1, 0, . . . , 0), . . . , tp = ϕ(0, . . . , 0, 1);

the ti, 1 ≤ i ≤ p, are sections of OqX above X, so they can be identified with
some systems of q elements of A. The hypothesis on s means that, for each
x ∈ XQ, we have σ(x) ∈ ϕ(O

p
x,X), which is to say that σ can be written in the

form σ =
∑p

i=a fi · ti, with fi ∈ Ox,X ; or, after clearing denominators, that
there exist Qx ∈ A, Qx(x) 6= 0, such that Qx · σ =

∑p
i=1Ri · ti, with Ri ∈ A.

The reasoning above then shows that, for all sufficiently large n, Qn belongs
to the ideal generated by the Qx, so Q

nσ(x) ∈ ϕ(Opx,X) for all x ∈ X, which
means that Qn vanishes on all of X.

44. Vanishing of certain cohomology groups.

Proposition 7. Let X be an irreducible affine variety, let Qi be a finite
family of regular functions on X, which do not vanish simultaneously, and let
U be the open cover consisting of the XQi = Ui. If F is a coherent algebraic
subsheaf of OpX , then H

q(U,F) = 0 for all q > 0.

After replacing U with an equivalent open cover, we may suppose that
none of the functions Qi vanishes identically, so that Ui 6= ∅ for all i.

Let f = (fi0···iq) be a q-cocycle of U with values in F . Each fi0···iq is
a section of F on Ui0···iq , which may be identified with a system of p regular
functions on Ui0···iq ; applying Proposition 5 to Q = Qi0 · · ·Qiq , we see that, for
large enough n, gi0···iq = (Qi0 · · ·Qiq )

nfi0···iq is a system of p regular functions
on all of X, so it is a section of Op above X. Choose an integer n such that
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this holds for all the systems i0, . . . , iq; this is possible because the number
of such systems is finite. Consider the image of gi0···iq in the coherent sheaf
OpX/F ; this is a section that vanishes on Ui0···iq ; applying Proposition 6, we see
that, for all sufficiently large m, the product of this section with (Qi0 · · ·Qiq)

m

vanishes on all of X, which means that (Qi0 · · ·Qiq)
mgi0···iq is a section of F

on all of X. On setting N = m+ n, we see that we have constructed sections
hi0···iq of F above X, which coincide with (Qi0 · · ·Qiq )

Nfi0···iq on Ui0···iq .
Since the QNi do not vanish simultaneously, there exist functions

Ri ∈ Γ(X,OX )

such that
∑
Ri ·Q

N
i = 1. For each system i1, . . . , iq−1 let

ki0···iq−1 =
∑

i

Ri · hii0···iq−1/(Qi0 · · ·Qiq−1)
N ,

which makes sense because Qi0 , . . . , Qiq−1 are different from 0 on Ui0···iq−1 .
In this way we define a cochain k ∈ Cq−1(U,F). I claim that f = dk,

which establishes the proposition.
It must be verified that (dk)i0···iq = fi0···iq ; it suffices to show that these

two sections coincide on U =
⋂
Ui, because they then coincide everywhere

because they are systems of p rational functions and U 6= ∅. Thus, above U ,
we can write

ki0···iq−1 =
∑

i

Ri ·Q
N
i · fii0···iq−1 ,

whence

(dk)i0···iq =

q∑

j=0

(−1)q
∑

i

Ri ·Q
N
i · fii0···îj ···iq ,

and, taking into account that f is a cocycle,

specifically, 0 = (df)ii0···iq = fi0···iq +
∑q
j=0(−1)j+1fii0···îj ···iq ,

(dk)i0···iq =
∑

i

Ri ·Q
N
i · fi0···iq = fi0···iq , qed.

Corollary 1. Hq(X,F) = 0 for all q > 0.

In effect Proposition 3 shows that the covers of the type utilized in Propo-
sition 7 are arbitrarily fine.

Corollary 2. The homomorphism Γ(X,OpX )→ Γ(X,OpX/F) is surjec-
tive.

The follows from Corollary 1 above and Corollary 2 of Proposition 6 of
no. 24.

Corollary 3. Let V be a closed subvariety of Kr, and let

A = K[X1, . . . ,Xr]/I(V ).
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The homomorphism ι : A→ Γ(V,OV ) is bijective.

We apply Corollary 2 above with X = Kr, p = 1, F = I(V ) the sheaf of
ideals defined by V ; we find that each element of Γ(V,OV ) is the restriction of
a section of O on X, which is to say a polynomial, from Proposition 4 applied
to X.

45. Sections of a coherent algebraic sheaf on an affine variety.

Theorem 2. Let F be a coherent algebraic sheaf on an affine variety X.
For all x ∈ X, the Ox,X-module Fx is generated by the elements of Γ(X,F).

Since X is affine, it can be embedded as a closed subvariety in an affine
space Kr; on extending the sheaf F by 0 outside X, we obtain a coherent
algebraic sheaf on Kr (cf. no. 39), and the claim for the given sheaf follows
if we can prove it for this new sheaf. In other words, we may suppose that
X = Kr.

In view of the definition of a coherent sheaf, there is a covering of X
consisting of open sets on which F is isomorphic to a quotient of a sheaf Op.
Utilizing Proposition 3, we see that there is a finite number of polynomials
Qi, which do not vanish simultaneously, such that above each Ui = XQi there
is a surjective homomorphism ϕx : Opi → F ; moreover, we can assume that
none of these polynomials are identically zero.

The point x is in one of the Ui, say U0; it is clear that Fx is generated by
the sections of F on U0; since Q0 is invertible in Ox it suffices to prove the
following lemma:

Lemma 1. If s0 is a section of F above U0, there is an integer N and a
section s of F above X such that s = QN0 · s0 above U0.

From Proposition 2, Ui ∩ U0 is an affine variety, which is evidently irre-
ducible; on applying Corollary 2 of Proposition 7 to that variety and ϕi :
Opi → F , we see that there is a section σ0i of Opi on Ui ∩ U0 such that
ϕi(σ0i) = s0 on Ui ∩ U0; since Ui ∩ U0 is the set of points of Ui where Q0

does not vanish, we can apply Proposition 5 to X = Ui, Q = Q0, finding that
there exist, for sufficiently large n, a section σi of O

pi above Ui that coincides
with Qn0 · σ0i above Ui ∩ U0; on setting s′i = ϕi(σi), we obtain a section of F
above Ui that coincides with Qn0 · s0 above Ui ∩ U0. The sections s′i and s′j
coincide on Ui ∩Uj ∩U0; on applying Proposition 6 to s′i− s

′
j we see that, for

m sufficiently large, we have Qm0 · (s
′
i − s

′
j) = 0 on all of Ui ∩ Uj. The Q

m
0 · s

′
i

then define a unique section s of F on X, and we have s = Qn+m0 s0 on U0,
which establishes the lemma, and achieves the proof of Theorem 2.

Corollary 1. The sheaf F is isomorphic to a quotient sheaf of a sheaf
OpX .

Since Fx is an Ox,X-module of finite type, it follows from the theorem
above that there is a finite number of sections of F that generate Fx; from
Proposition 1 of no. 12, these sections also generate Fy for y close to x. The
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space X is quasi-compact, so we conclude that there is a finite number of
sections s1, . . . , sp of F that generate Fx for all x ∈ X, which means that F
is isomorphic to a quotient sheaf of OpX .

Corollary 2. Let A
α✲ B

β✲ C be an exact sequence of coherent
algebraic sheaves on an affine variety X. Then the sequence

Γ(X,A)
α✲ Γ(X,B)

β✲ Γ(X, C)

is exact.

We may suppose, as in the proof of Theorem 2, that X is the affine space
Kr, which is irreducible. Let I = Im(α) = Ker(β); the claim comes down
to showing that α : Γ(X,A) → Γ(X,I) is surjective. But, from Corollary 1,
we can find a surjective homomorphism ϕ : OpX → A, and, from Corollary
2 of Proposition 7, α ◦ ϕ : Γ(X,OpX ) → Γ(X,I) is surjective, so a fortiori
α : Γ(X,A)→ Γ(X,I) is also surjective, qed.

46. Cohomology groups of an affine variety with values in a
coherent algebraic sheaf.

Theorem 3. Let X be an affine variety, Qi a finite family of regular
functions on X, which do not all vanish simultaneously, and U the open cover
of X consisting of the XQi = Ui. If F is a coherent algebraic sheaf on X, we
have Hq(U,F) = 0 for all q > 0.

First suppose that X is irreducible. From Corollary 1 of Theorem 2, one
can find an exact sequence

0→R→ OpX → F → 0.

The sequence of complexes: 0 → C(U,R) → C(U,OpX) → C(U,F) → 0 is
exact ; in effect, this amounts to each section of F on a Ui0···iq being the image
of a section of OpX on Ui0···iq , which follows from Corollary 2 of Proposition
7, applied to the irreducible variety Ui0···iq . This exact sequence of complexes
gives rise to an exact sequence of cohomology groups:

· · · → Hq(U,OpX )→ Hq(U,F)→ Hq+1(U,R)→ · · · ,

and since Hq(U,OpX) = Hq+1(U,R) = 0 for q > 0 by Proposition 7, we can
conclude that Hq(U,F) = 0.

We now pass to the general case. We can embed X as a closed subvariety
of an affine space Kr; from Corollary 3 of Proposition 7, the functions Qi
are induced by polynomials Pi; let Rj be a finite system of generators of the
ideal I(X). The functions Pi, Rj do not vanish simultaneously on Kr, so they
define an open cover U′ of Kr; let F ′ be the sheaf obtained by extending F by
0 outside of X; on applying the special case already established to the space
Kr, the functions Pi, Rj , and the sheaf F ′, we see that Hq(U′,F ′) = 0 for
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q > 0. One verifies immediately that the complex C(U′,F ′) is isomorphic to
the complex C(U,F), so it follows that Hq(U,F) = 0, qed.

Corollary 1. If X is an affine variety, and F is a coherent algebraic
sheaf on X, we have Hq(X,F) = 0 for all q > 0.

In effect the covers of the type utilized in the last theorem are arbitrarily
fine.

Corollary 2. Let 0→ A→ B → C → 0 be an exact sequence of sheaves
on an affine variety X. If the sheaf A is coherent algebraic, the homomorphism
Γ(X,B)→ Γ(X, C) is surjective.

This follows from Corollary 1, when we put q = 1.

47. Coverings of algebraic varieties by open affine subsets.

Proposition 8. Let X be an affine variety, and let U = {Ui}i∈I be a
covering of X by finitely many open affine subsets. If F is a coherent algebraic
sheaf on X, we have Hq(U,F) = 0 for all q > 0.

From Proposition 3 there are regular functions Pj on X such that the
covering V = {XPj} is finer than U. For all (i0, . . . , ip), the covering Vi0···ip

induced by V on Ui0···ip is defined by the restrictions of the Pj to Ui0···ip ; since
Ui0···ip is an affine variety, by Proposition 1, we can apply Theorem 3 to it,
concluding that Hq(Vi0···ip ,F) = 0 for all q > 0. Then applying Proposition
5 of no. 29, we see that

Hq(U,F) = Hq(V,F),

and, since Hq(V,F) = 0 for all q > 0 from Theorem 3, the Proposition is
proved.

Theorem 4. Let X be an algebraic variety, F a coherent algebraic sheaf
on X, and U = {Ui}i∈I a finite open cover of X by affine open subsets. The
homomorphism σ(U) : Hn(U,F)→ Hn(X,F) is bijective for all n ≥ 0.

Consider the family Vα of finite covers of X by open affine subsets. From
the Corollary to Theorem 1, these covers are arbitrarily fine. On the other
hand for, for each system (i0, . . . , ip), the cover Vα

i0···ip
induced by Vα on

Ui0...ip is a cover by open affine subsets, by Proposition 1; from Proposition 8,
we have Hq(Vα

i0···ip
,F) = 0 for q > 0. Conditions (a) and (b) of Theorem 1,

no. 29, hold, and the claim follows.

Theorem 5. Let X be an algebraic variety, and U = {Ui}i∈I a finite
covering of X by affine open subsets. Let 0 → A → B → C → 0 be an exact
sequence of sheaves on X, with A being coherent algebraic. The canonical
homomorphism Hq

0(U, C)→ Hq(U, C) (cf. no. 24) is bijective for all q ≥ 0.

It evidently suffices to show that C0(U, C) = C(U, C), which is to say that
each section of C above Ui0···ip is the image of a section of B above Ui0···ip ,
which follows from Corollary 2 of Theorem 3.
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Corollary 1. Let X be an algebraic variety, and let 0 → A → B →
C → 0 be an exact sequence of sheaves on X, with A coherent algebraic. The
canonical homomorphism Hq

0(X, C)→ Hq(X, C) is bijective for all q ≥ 0.

This is an immediate consequence of Theorems 1 and 5.

Corollary 2. There is an exact sequence:

· · · → Hq(X,B)→ Hq(X, C)→ Hq+1(X,A)→ Hq+1(X,B)→ · · ·

This is Proposition 5 of no. 24 with Hq
0 (X, C) replaced by Hq(X, C).

§4. Correspondence between modules of finite type and coherent algebraic sheaves

49. Sheaves associated with a module. Let V be an affine variety,
O the sheaf of local rings of V ; the ring A = Γ(V,O) is called the coordinate
ring of V ; it is a K-algebra that has no nilpotent elements aside from 0. If V
is embedded as a closed subvariety of an affine space Kr, we know (cf. no. 44)
that A is identified with the quotient algebra of K[X1, . . . ,Xr] by the ideal
of polynomials that vanish on V ; it follows that the algebra is generated by a
finite number of elements.

Conversely, one can easily verify that, if A is a commutative K-algebra
without nilpotent elements (other than 0) and is generated by a finite number
of elements, there is an affine variety V such that A is isomorphic to Γ(V,O);
moreover, V is determined up to isomorphism by that property (one can
identify V with the set of characters of A, endowed with the usual topology).

I am not sure about the usage of the word ‘character’ (‘caractère’) here. As
for the assertion, if A is generated by f1, . . . , fr, then A can be identified with
K[X1, . . . , Xr]/I where

I = {P ∈ K[X1, . . . , Xr] : P (f1, . . . , fr) = 0 }.

Since A has no nilpotents, I is a radical ideal, and Hilbert’s nullstellensatz

implies that I is the set of polynomials that vanish on the variety V (I) ⊂ Kr.

The claim follows from Corollary 3 of Proposition 7 in no. 44.

Let M be an A-module; M defines a constant sheaf on V , which is also
denoted by M ; in this way A itself defines a constant sheaf, and the sheaf
M can be thought of as a sheaf of A-modules. Setting A(M) = O ⊗A M ,
with the sheaf O regarded as a sheaf of A-modules; it is clear that A(M) is
an algebraic sheaf on V . Moreover, if ϕ : M → M ′ is an A-homomorphism,
there is a homomorphism A(ϕ) = 1⊗ϕ : A(M)→ A(M ′); that is, A(M) is a
covariant functor of the module M .

Proposition 1. The functor A(M) is exact.
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Of course nowadays we say “the functor A” rather than “the functor A(M).”

More substantively, the concept introduced here, of a sheaf given by an

O-module, can be thought of a precursor of the notion of a quasicoherent sheaf,

which is (roughly speaking) a sheaf that is locally of this form.

Let M →M ′ →M ′′ be an exact sequence of A-modules. We need to show
that the sequence A(M) → A(M ′) → A(M ′′) is exact, which is to say that
for each x ∈ V , the sequence:

Ox ⊗AM → Ox ⊗AM
′ → Ox ⊗AM

′′

is exact.
Now Ox is none other than the ring of fractions AS where S is the set of

f ∈ A such that f(x) 6= 0 (for the definition of the ring of fraction, cf. [8],
[12] or [13]). Proposition 1 is consequently a particular case of the following
result:

Lemma 1. Let A be a ring, S a subset of A containing all products of
its elements, but not containing 0, and AS the ring of fractions of A relative
to S. If M → M ′ → M ′′ is an exact sequence of A-modules, the sequence
AS ⊗AM → AS ⊗AM

′ → AS ⊗AM
′′ is exact.

This is Proposition A5.1.

Let MS be the set of fractions m/s, with m ∈M , s ∈ S, and two fractions
m/s and m′/s′ identified if there is s′′ ∈ S such that s′′(s′ ·m− s ·m′) = 0; it
is easy to see that MS is an AS-module, and the function

a/s⊗m→ a ·m/s

is an isomorphism of AS ⊗AM and MS ; the claim boils down to the sequence

MS →M ′
S →M ′′

S

being exact, which is immediate.

Proposition 2. A(M) = 0 implies M = 0.

Let m be an element of M ; if A(M) = 0, we have 1⊗m = 0 in Ox ⊗AM
for all x ∈ V . In view of the above, 1⊗m = 0 is equivalent to the existence,
for each x ∈ V , of an element s ∈ A with s(x) 6= 0 such that s · m = 0;
consequently the annihilator of m in M is not contained in any maximal ideal
of A, which implies that it is equal to A, whence m = 0.

Proposition 3. If M is an A-module of finite type, A(M) is a coherent
algebraic sheaf on V .

Since M is of finite type and A is Noetherian, M is isomorphic to the
cokernel of a homomorphism ϕ : Aq → Ap, and A(M) is isomorphic to the
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cokernel of A(ϕ) : A(Aq) → A(Ap). Since A(Ap) = Op and A(Aq) = Oq, it
follows that A(M) is coherent.

49. Modules associated with an algebraic sheaf. Let F be an
algebraic sheaf on V , and let Γ(F) = Γ(V,F); since F is a sheaf of O-modules,
Γ(F) is endowed with a natural structure of an A-module. Each algebraic
homomorphism ϕ : F → G defines an A-homomorphism Γ(ϕ) : Γ(F)→ Γ(G).
If one has an exact sequence of coherent algebraic sheafs F → G → H, the
sequence

Γ(F)→ Γ(G)→ Γ(H)

is exact (no. 45); on applying this to the exact sequence Op → F → 0, we see
that Γ(F) is an A-module of finite type if F is coherent.

Corollary 1 in no. 45 implies that there is an exact sequence Op → F → 0.

The functors A(M) and Γ(F) are “reciprocals” of each other.

Theorem 1. (a) If M is an A-module of finite type, Γ(A(M)) is canon-
ically isomorphic to M .

(b) If F is a coherent algebraic sheaf on V , A(Γ(F)) is canonically isomor-
phic to F .

Let’s first show (a). Each element m ∈ M defines a section α(m) of
A(M) by the formula α(m)(x) = 1 ⊗m ∈ Ox ⊗A M ; in this way we have a
homomorphism α : M → Γ(A(M)). When M is a free module of finite type,
α is bijective (it suffices to see this when M = A, after which the general
case is evident); if M is a module of finite type, there is an exact sequence
L1 → L0 → M → 0 where L0 and L1 are free of finite type; the sequence
A(L1) → A(L0) → A(M) → 0 is exact, whence the sequence Γ(A(L1)) →
Γ(A(L0))→ Γ(A(M))→ 0 is exact. The commutative diagram:

L1 ✲ L0 ✲ M ✲ 0

Γ(A(L1))

α
❄

✲ Γ(A(L0))

α
❄

✲ Γ(A(M))

α
❄

✲ 0

α
❄

then shows that α :M → Γ(A(M)) is bijective, which establishes (a).

Add another pair of zeros on the right and apply the five lemma.

Now let F be a coherent algebraic sheaf on V . If we associate to each
s ∈ Γ(F) the element s(x) ∈ Fx, we obtain an A-homomorphism: Γ(F)→ Fx
which extends to an Ox-homomorphism βx : Ox ⊗A Γ(F) → Fx; one easily
verifies that the βx form a homomorphism of sheaves β : A(Γ(F))→ F . When
F = Op, the homomorphism is bijective; it follows, by the same reasoning as
above, that β is bijective for all coherent algebraic sheaves, which proves (b).
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We can now give an example of a sheaf that is not of the form A(M). Let

V = K, understood as 1-dimensional affine space. Let F be the sheaf on V

such that for each open U ⊂ V , the space of sections Γ(U,F) is OV (U) if 0 /∈ U

and 0 if 0 ∈ U . Any global section of F has to agree with the zero section in

a neighborhood of 0, and is consequently identically zero. If F = A(M), then

by (a) we would have M = 0, and of course F is not A(0).

Remarks. (1) One can also deduce (b) from (a); cf. no. 65, proof of
Proposition 6.

(2) We will see in Chapter III how one needs to modify the preceeding
correspondence when one studies coherent sheaves on projective space.

50. Projective modules and fiber spaces with vector space fiber.
Recall ([6]. Chap. I, th. 2.2) that an A-module is said to be projective if

it is a direct factor of a free A-module.

Proposition 4. Let M be an A-module of finite type. In order for M
to be projective, it is necessary and sufficient that the Ox-module Ox ⊗AM
is free for all x ∈ V .

IfM is projective, Ox⊗AM is projective, hence Ox-free since Ox is a local
ring (cf. [6], Chap. VIII, th. 6.1′).

Suddenly there is a flurry of homological algebra, and in general, from this

point on, the expected background in that subject will be much higher. Propo-

sition B7.3 asserts that if M is a projective R-module and S is an R-algebra,

then S ⊗RM is a projective S-module, which is why Ox ⊗AM is a projective

Ox-module. CE’s Chap. VIII, th. 6.1′ is Theorem D5.3. It asserts that if R is a

Noetherian local ring, m is its maximal ideal, and k = R/m is its residue field,

then every finitely generated R-module M such that TorR1 (M,k) = 0 is free,

and every finite set of generators contains a base. Of course TorOx
1 (OX ⊗A

M,K) = 0 because Ox ⊗AM is projective.

Reciprocally, if all the Ox ⊗AM are free, we have

dim(M) = supdimx∈V (Ox ⊗AM) = 0 (cf. [6], Chap. VII, Exer. 11),

which implies that M is projective ([6], Chap. VI, §2).

CE’s Chap. VII, Exer. 11 is Theorem D5.8. Among other things, it asserts
that if R is Noetherian and M is a finitely generated R-module, then

dimR M = sup dimRm
Mm

where the supremum is over all maximal ideals m ⊂ R. By the definition of

projective dimension, an R-module is projective if and only if its dimension is

zero. Thus the logic here is that if each Ox ⊗AM is free, then it is projective,

hence zero dimensional, after which it follows thatM is zero dimensional, hence

projective.
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Note that, if F is a coherent algebraic sheaf on V , and if Fx is isomorphic
to Opx, F is isomorphic to Op above a neighborhood of x; if this property
is satisfied by every x ∈ V , the sheaf F is then locally isomorphic to the
sheaf Op, with the integer p constant on each connected component of V . On
applying this to the sheaf A(M), we obtain:

Corollary. Let F be a coherent algebraic sheaf on a connected affine
variety V . The following three properties are equivalent:

(i) Γ(F) is a projective A-module.

(ii) F is locally isomorphic to a sheaf Op.

(iii) F is isomorphic to the sheaf of germs of sections of a fiber space with
vector space fiber and base V .

Moreover, the function E → Γ(S(E)) (E denotes a fiber space with vector
space fiber) puts in one-to-one correspondence the classes of fiber spaces and
the classes of A-modules of finite type; in this correspondence, a trivial fiber
space corresponds to a free module, and reciprocally.

Note that, when V = Kr (in which case A = K[X1, . . . ,Xr]), it is not
known whether there exist projective A-modules of finite type that are not
free, or, what amounts to the same thing, whether there are fiber spaces with
vector space fiber, and base Kr, that are nontrivial.

This question became known as Serre’s conjecture. (There is another “Serre

conjecture” in number theory that was proved in 2006 by Chandrashekhar

Khare and Jean-Pierre Wintenberger.) In 1976 Daniel Quillen (who was awarded

the Fields Medal in 1978) and Andrei Suslin independently proved the fol-

lowing generalization: if R is a principal ideal domain, then any projective

R[X1, . . . , Xn]-module is free. A simpler proof due to Leonid Vaserstein can

be found in Lang (1993).

Chapter III. Coherent Algebraic Sheaves on Projective Varieties

§1. Projective Varieties

51. Notation. (The notation introduced below will be used without
reference throughout the remainder of the chapter.)

Let r be an integer ≥ 0, and let Y = Kr+1 \ {0}; the multiplicative group
K∗ of elements 6= 0 operates on Y by the formula

λ(µ0, . . . , µr) = (λµ0, . . . , λµr).

Two points y and y′ we be said to be equivalent if there is a λ ∈ K∗ such
that y′ = λy; the quotient space of Y by this equivalence relation is denoted
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by Pr(K), or simply X; it is the projective space of dimension r on K; the
canonical projection of Y on X will be denoted by π.

Let I = {0, 1, . . . , r}; for each i ∈ I, we denote by ti the i
th coordinate

function on Kr+1, defined by the formula:

ti(µ0, . . . , µr) = µi.

We denote by Vi the open subset of Kr+1 consisting of the points where ti
is 6= 0, and by Ui the image of Vi under π; the {Ui}i∈I form an open cover of
X. If i ∈ I and j ∈ I, the function tj/ti is regular on Vi, and invariant under
K∗, so it defines a function on Ui which we also denote by tj/ti; for fixed i,
the functions tj/ti, j 6= i, define bijections ψi : Ui → Kr.

We endow Kr+1 with its structure as an algebraic variety, and Y with the
induced structure. Similarly, we endow X with the quotient topology induced
by that of Y : a closed subset of X is thus the image under π of a closed
cone of Kr+1. If U is open in X, we set AU = Γ(π−1(U),OY ); this is the
ring of regular functions on π−1(U). Let A0

U be the subring of AU consisting
of the elements that are invariant under K∗ (that is, the functions that are
homogeneous of degree 0). When V ⊃ U , there is a restriction homomorphism
ϕVU : A0

V → A0
U , and the system of the (A0

U , ϕ
V
U ) define a sheaf that may be

regarded as a subsheaf of the sheaf F(X) of germs of functions on X. For such
a function f , defined in a neighborhood of x, to be in Ox,X , it is necessary and
sufficient that it coincide with a function of the form P/Q, where P and Q are
two homogeneous polynomials of the same degree in t0, . . . , tr, with Q(y) 6= 0
for y ∈ π−1(x) (which we write more briefly as Q(x) 6= 0).

Proposition 1. The projective space X = Pr(K), endowed with the
preceeding topology and sheaf, is an algebraic variety.

The Ui, i ∈ I, are open subsets of X, and one verifies right away that
the bijections ψi : Ui → Kr defined above are biregular isomorphisms, which
shows that the axiom (VAI) is satisfied. To demonstrate that (VAII) is as well,
we need to see that the subset of Kr consisting of the pairs (ψi(x), ψj(x)) for
x ∈ Ui ∩ Uj, is closed, which does not present any difficulties.

In the following, X will always be endowed with the structure of an alge-
braic variety which we have defined; the sheaf OX will be denoted simply by
O. An algebraic variety V is said to be projective if it is isomorphic to a closed
subvariety of a projective space. The study of coherent algebraic sheaves on
projective varieties reduces to the study of coherent algebraic sheaves on the
Pr(K), cf. no. 39.

52. Cohomology of subvarieties of projective space. Let’s apply
Theorem 4 of no. 47 to the covering U = {Ui}i∈I , defined in the preceeding
no.: this is possible because each of the Ui is isomorphic to Kr. In this way
we obtain:

Proposition 2. If F is a coherent algebraic sheaf on X = Pr(K), the
homomorphism σ(U) : Hn(U,F)→ Hn(X,F) is bijective for all n ≥ 0.
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Because U consists of r + 1 open sets, we have (cf. no. 20, Corollary to
Proposition 2):

Corollary. Hn(X,F) = 0 for all n > r.

The last result can be generalized in the following manner:

Proposition 3. Let V be an algebraic variety, isomorphic to a locally
closed subvariety of a projective space X. Let F be a coherent algebraic sheaf
on V , and let W be a subvariety of V such that F is null outside of W . Then
Hn(V,F) = 0 for n > dimW .

In particular, taking W = V , we see that:

Corollary. Hn(V,F) = 0 for n > dimV .

We identify V with a locally closed subvariety of X = Pr(K); there is an
open subset U of X such that V is closed in U . We suppose that W is closed
in V , which is evidently legitimate; then W is closed in U .

The hypotheses are preserved if we replace W with its closure in V because

taking the closure does not increase dimension. Any irreducible component

of the closure of W contains a point x ∈ W . (The union of those irreducible

components of the closure of W that have a nonempty intersection with W is

a closed set containing W , so it is the closure of W .) Therefore the dimension

of this component is the transcendence degree of the field of fractions of Ox,W

(cf. no. 36) which is not greater than the dimension of W .

Let F = X \ U . Before proving Proposition 3 we establish two lemmas.

Lemma 1. Let k = dimW ; there exist k + 1 homogeneous polynomials
Pi(t0, . . . , tr), of degree > 0, that vanish on F but do not vanish simultaneously
on W .

(By abuse of language, we say that a homogeneous polynomial P vanishes
at a point x of Pr(K) if it vanishes on π−1(x).)

We argue by recurrence on k, the case where k = −1 being trivial. Choose
a point in each irreducible component of W , and let P1 be a homogeneous
polynomial that vanishes on F , of degree > 0, and does not vanish at any of
these points (the existence of P1 follows from the fact that F is closed, taking
into account the definition of the topology of Pr(K)).

In somewhat pedantic detail, the existence of such a polynomial for each point

follows from this argument, and because K is infinite some linear combination

of these polynomials does not vanish at any of the points.

Let W ′ be the subvariety of W consisting of the points x ∈ W such that
P1(x) = 0; in view of the construction of P1, each irreducible component of
W is not contained in W ′, and it follows (cf. no. 36) that dimW ′ < k. On ap-
plying the recurrence hypothesis to W ′, we see that there exist k polynomials
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P2, . . . , Pk+1 that vanish on F but do not vanish simultaneously on W ′; it is
clear that the polynomials P1, . . . , Pk+1 satisfy the desired condition.

Lemma 2. Let P (t0, . . . , tr) be a homogeneous polynomial of degree
n > 0. The set XP of points x ∈ X such that P (x) 6= 0 is an affine open
subset of X.

If, to each point y ∈ (µ0, . . . , µr) ∈ Y , one associates the obvious point
in a space KN whose coordinates are all the monomials µm0

0 · · · µ
mr
r , m0 +

· · · + mr = n, one obtains, on passage to quotients, a function ϕn : X →
PN−1(K). It is a classical fact, and quite easy to verify, that ϕn is a biregular
isomorphism between X and a closed subvariety of PN−1(K) (“variety of
Veronese”); now ϕn transforms the open set XP to the set of points of ϕn(X)
that are not situated on a certain hyperplane of PN−1(K); as the complement
of a hyperplane is isomorphic to an affine space, we can conclude that XP is
indeed isomorphic to a closed subvariety of an affine space.

We now prove Proposition 3. Prolong the sheaf F by 0 on U \ V ; we ob-
tain a coherent algebraic sheaf on U , that we also denote by F , and we know
(cf. no. 26) that Hn(U,F) = Hn(V,F). Let P1, . . . , Pk+1 be homogeneous
polynomials satisfying the conditions of Lemma 1; let Pk+2, . . . , Ph be poly-
nomials of degree > 0, vanishing on W ∪ F and not vanishing simultaneously
at any point of U \W (to obtain such polynomials, it suffices to take a system
of homogeneous generators of the ideal defined by W ∪ F in K[t0, . . . , tr]).
For each i, 1 ≤ i ≤ h, let Vi be the set of points x ∈ X such that Pi(x) 6= 0;
then Vi ⊂ U , and the hypotheses made above show that V = {Vi} is an
open cover of U ; in addition, Lemma 2 shows that the Vi are open affines, so
Hn(V,F) = Hn(U,F) = Hn(V,F) for all n ≥ 0. If n > k, and the indices
i0, . . . , in are distinct, one of these indices is > k + 1, and Vi0···iq does not
intersect W , so we conclude that the group of alternating cochains C ′n(V,F)
is null if n > k, and this implies that Hn(V,F) = 0, from Proposition 2 of
no. 20.

53. Cohomology of irreducible algebraic curves. If V is an irre-
ducible algebraic variety of dimension 1, the closed subvarities of V , distinct
from V , are the finite subsets. If F is a finite subset of V , and x is a point in
F , we set V F

x = (V \F )∪{x}; the V F
x , x ∈ F , form a finite open cover VF of

V .

Lemma 3. The open covers of the form VF are arbitrarily fine.

Let U = {Ui}i∈I be an open cover of V , that we may suppose is finite,
since V is quasi-compact. We may also suppose that Ui 6= ∅ for all i ∈ I. If
we set Fi = V \Ui, Fi is finite, as is F =

⋃
i∈I Fi. We will show that VF ≺ U,

which proves the lemma. Let x be an element of F ; there is i ∈ I such that
x /∈ Fi, since the Ui cover V ; we then have F \ {x} ⊃ Fi, since F ⊃ Fi, which
means that V F

x ⊂ Ui, so indeed VF ≺ U.
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Lemma 4. Let F be a sheaf on V , and F a finite subset of V . Then

Hn(VF ,F) = 0

for n ≥ 2.

Put W = V \ F ; it is clear that V F
x0 ∩ · · · ∩ V

F
xn = W if the x0, . . . , xn are

distinct, and if n ≥ 1. If we set G = Γ(W,F), it follows that the alternating
complex C ′(VF ,F) is isomorphic, in dimensions ≥ 1, to C ′(S(F ), G), where
S(F ) denotes the simplex which has F as its set of points. It follows from this
that

Hn(VF ,F) = Hn(S(F ), G) = 0 for n ≥ 2,

the cohomology of a simplex being trivial.
Lemmas 3 and 4 evidently imply:

Proposition 4. If V is an irreducible algebraic curve, and F is a sheaf
on V , then Hn(V,F) = 0 for n ≥ 2.

Remark. I don’t know if an analogous result holds for varieties of arbi-
trary dimension.

§2. Graded modules and coherent algebraic sheafs on projective space

54. The operation F(n). Let F be an algebraic sheaf on X = Pr(K).
Let Fi = F(Ui) be the restriction of F to Ui (cf. no. 51); with n designating an
arbitrary integer, let θij(n) be the isomorphism from Fj(Ui∩Uj) to Fi(Ui∩Uj)
defined by multiplication by the function tnj /t

n
i ; this makes sense, since tj/ti is

a regular function on Ui∩Uj with values inK∗. We have θij(n)◦θjk(n) = θik(n)
at each point of Ui∩Uj∩Uk; consequently we can apply Proposition 4 of no. 4,
and thereby obtain an algebraic sheaf, denoted by F(n), defined by gluing of
the sheafs Fi = F(Ui) by means of the isomorphisms θij(n).

There are canonical isomorphisms: F(0) ≈ F , F(n)(m) ≈ F(n + m).
Moreover, F(n) is locally isomorphic to F , hence coherent if F is; in the same
way it follows that each exact sequence F → F ′ → F ′′ of algebraic sheaves
gives rise to an exact sequence F(n)→ F ′(n)→ F ′′(n) for all n ∈ Z.

We can apply the construction above to the sheaf F = O, and thus obtain
the sheafs O(n), n ∈ Z. We will give another description of these sheaves:
if U is open in X, let AnU be the subset of AU = Γ(π−1(U),OY ) consisting
of the functions that are homogeneous of degree n (that is to say, satisfying
the condition f(λy) = λnf(y) for λ ∈ K∗, and y ∈ π−1(U)); the AnU are
A0
U -modules, which give rise to a algebraic sheaf, that we denote by O′(n).

An element of O′(n)x, x ∈ X, can be identified with a rational fraction P/Q,
P and Q being homogeneous polynomials such that Q(x) 6= 0 and degP −
degQ = n.

What’s going on here? Lets start with O. A section of O over an open set is
just a (highly structured) K-valued function on that set, and in this sense we
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can identify O with the cartesian product X ×K. We have attached a copy of
K to each point of X.

In the topological case we know this can be done in multiple ways. For
example, for the circle S1 = { (x, y) ∈ R2 : x2+y2 = 1 }, in addition to S1×R,
there is the Moëbius strip. In general this type of construct, in which a vector
space of a given dimension is attached to each point of a “base space,” is called
a vector bundle. These come in continuous, C∞, real analytic, and complex
analytic flavors, among others. The tangent bundle and cotangent bundle of a
smooth manifold are obvious, and obviously quite important, examples.

In the “floppy” C∞ case the way we attach copies of the vector space
near one point of the base space has no necessary relation to the way we
attach copies near some other point, so local information cannot be used to
distinguish different C∞ vector bundles with the same base. Instead we have to
use some global topological information, e.g., S1 ×R has a nowhere vanishing
global section and the Moëbius strip doesn’t. The general development of
these concepts is a substantial and very important topic in topology; Milnor
and Stasheff (1974) is a classic, highly readable treatment.

In algebraic geometry a 1-dimensional fiber bundle is called an invertible

sheaf. Roughly, for any sufficiently well behaved sheaf F there is a dual sheaf
F∨, which is formed by taking the duals of each of the vector spaces that F
attaches to the various points of X. For a vector space V over K, V ⊗K V ∨

(here V ∨ is the dual of V ) is isomorphic to K if V is 1-dimensional, and
otherwise it is some higher dimensional vector space. The terminology of
algebraic geometry uses this property to diagnose 1-dimensionality: if F ⊗K
F∨ = O, then F is invertible (because F∨ is the “inverse” of F) hence 1-
dimensional, and otherwise it isn’t. It turns out that the isomorphism classes
of invertible sheafs constitute an abelian group, with tensor product as the
group operation and the isomorphism class of O as the identity element. This
is called the Picard group.

This is an explanation, but it isn’t an excuse. ‘Invertible sheaf’ is an
horrific piece of terminology that reeks of insiderism. (Actually the insiders
aren’t that fond of it either. When they are talking to each other informally,
algebraic geometers are quite likely to say “line bundle.”)

Vector bundles are sometimes described as “twisted products.” Accord-
ingly, O(1) has come to be known as the twisting sheaf of Serre. As Serre
explains more generally below, its global sections are different from the global
sections of O (that is, the constant functions) so the two bundles are not
isomorphic. The invertible sheaf O(−1) is called the tautological line bundle

because it can be understood as the sheaf that attaches to each x ∈ Pr(K)
the point x itself, when x is understood as a 1-dimensional linear subspace of
Kr+1.

Above we saw that F(n)(m) = F(m + n). Below it will emerge that

F(n) = F ⊗O O(n). (One might think of tensoring with O(n) as a method of

“interrogating” F .) Applied to O(n) itself, these results imply that for positive

n, O(n) is the n-fold tensor product of the twisting sheaf of Serre, and O(−n)

is the n-fold tensor product of the tautological line bundle. The isomorphism

classes of these bundles evidently constitute a subgroup of the Picard group,

and in fact this is the entire Picard group of Pr(K).

Proposition 1. The sheafs O(n) and O′(n) are canonically isomorphic.
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By definition, a section of O(n) on an open set U ⊂ X is a system (fi)
of sections of O on the U ∩ Ui, with fi = (tnj /t

n
i )fj on U ∩ Ui ∩ Uj ; the fj

can be identified with the homogeneous regular functions of degree 0 on the
π−1(U) ∩ π−1(Ui); set gi = tni · fi; we then have gi = gj at each point of
π−1(U)∩π−1(Ui)∩π

−1(Uj), so the gi are the restrictions of a unique function
g, regular on π−1(U), and homogeneous of degree n. Inversely, such a function
g defines a system fi on setting fi = g/tni . The function (fi) → g is then an
isomorphism between O(n) and O′(n).

In the following, we frequently identify O(n) and O′(n) by means of the
preceeding isomorphism. Observe that a section of O′(n) above X is none
other than a regular function on Y that is homogeneous of degree n. If r ≥ 1,
such a function is identically 0 for n < 0, and it is a homogeneous polynomial
of degree n for n ≥ 0.

Proposition 2. For an algebraic sheaf F , the sheafs F(n) and F⊗OO(n)
are canonically isomorphic.

Since O(n) is obtained from the Oi by gluing using the θij(n), F ⊗ O(n)
is obtained from the Fi ⊗Oi by gluing using the isomorphisms 1⊗ θij(n); on
identifying Fi ⊗Oi with Fi, we recover the definition of F(n).

In the following, we will often identify F(n) with F ⊗O(n).

55. Sections of F(n). We first prove a lemma on affine varieties, which
is analogous to the Lemma of no. 45.

Lemma 1. Let V be an affine variety, Q a regular function on V , and VQ
the set of points x ∈ V such that Q(x) 6= 0. Let F be a coherent algebraic
sheaf on V , and let s be a section of F above VQ. Then, for all sufficiently
large n, there is a section s′ of F above all of V , such that s′ = Qns above
VQ.

By embedding V in an affine space, and extending F by 0 outside of V ,
we reduce to the case in which V itself is an affine space, and in particular
is irreducible. From Corollary 1 of Theorem 2 of no. 45, there is a surjective
homomorphism ϕ : OpV → F ; from Proposition 2 of no. 42, VQ is an open
affine, and consequently (no. 44, Corollary 2 to Proposition 7) there is a
section σ of OpV above VQ such that ϕ(σ) = s.

In this application of Corollary 2, the F of that result is the kernel of ϕ.

We can identify σ with a system of p regular functions on VQ; applying Propo-
sition 5 of no. 43 to each of these functions, we see that there is a section σ′

of OpV on V such that σ′ = Qnσ on VQ, provided that n is large enough. On
setting s′ = ϕ(σ′), we obtain a section of F on V such that s′ = Qns on VQ.

Theorem 1. Let F be a coherent algebraic sheaf on X = Pr(K). There
is an integer n(F) such that, for all n ≥ n(F), and all x ∈ X, the Ox-module
F(n)x is generated by the elements of Γ(X,F(n)).
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By the definition of F(n), a section s of F(n) on X is a system (si) of
sections of F on Ui, satisfying the conditions of coherence:

si = (tnj /t
n
i ) · sj on Ui ∩ Uj;

we say that si is the i
th component of s.

On the other hand, since Ui is isomorphic to Kr, there is a finite number
of sections sαi of F that generate Fx for all x ∈ Ui (no. 45, Corollary 1 to
Theorem 2); if, for a certain integer n, we can find sections sα of F(n) whose
ith components are the sαi , it is evident that Γ(X,F(n)) generates F(n)x for
all x ∈ Ui. Therefore the theorem will follow once we prove the following
lemma:

Lemma 2. Let si be a section of F above Ui. For all sufficiently large n,
there is a section s of F(n) whose ith component is equal to si.

We apply Lemma 1 to the affine variety V = Ui, to the function Q = ti/tj ,
and to the section si restricted to Ui ∩ Uj ; this is possible because ti/tj is a
regular function on Uj , and on this set the locus of zeros of the function is
Ui \ Ui ∩ Uj. In this way we obtain an integer p and a section s′j of F on Uj
such that s′j = (tpi /t

p
j ) · si on Ui ∩Uj ; for j = i this implies that s′i = si, which

allows us to write the preceeding formula as s′j = (tpi /t
p
j ) · s

′
i.

The s′j being defined for all indices j (with the same exponent p), consider
s′j−(t

p
k/t

p
j )·s

′
i; this is a section of F on Uj∩Uk whose restriction to Ui∩Uj∩Uk

vanishes; applying Proposition 6 of no. 43 to it, we see that, for all sufficiently
large integers q, we have (tqi /t

q
j)(s

′
j− (tpk/t

p
j ) ·s

′
k) = 0 on Uj ∩Uk; if we then set

sj = (tqi /t
q
j)·s

′
j , and n = p+q, the preceeding formula becomes sj = (tnk/t

n
j )·sk,

and the system s = (sj) is indeed a section of F(n) whose ith component is
equal to si, qed.

Corollary. Each coherent algebraic sheaf F on X = Pr(K) is isomor-
phic to a quotient sheaf of a sheaf O(n)p, where n and p are suitable integers.

From the preceeding theorem, there is an integer n such that F(−n)x is
generated by Γ(X,F(−n)) for all x ∈ X; in view of the quasi-compactness of
X, it is equivalent to say that F(−n) is isomorphic to a quotient sheaf of the
sheaf Op, p being a suitable integer ≥ 0. It then follows that F ≈ F(−n)(n)
is isomorphic to a quotient sheaf of O(n)p ≈ Op(n).

56. Graded modules. Let S = K[t0, . . . , tr] be the algebra of the
polynomials in t0, . . . , tr; for each integer n ≥ 0, let Sn be the vector subspace
of S consisting of the polynomials that are homogeneous of degree n; the
algebra S is the direct sum of the Sn, n ∈ Z, and SpSq ⊂ Sp+q; in other
words, S is a graded algebra.

Recall that an S-module M is said to be graded if there is a given decom-
position of M as a direct sum: M =

∑
n∈ZMn, where the Mn are subgroups

of M such that SpMq ⊂ Mp+q, for all pairs of integers (p, q). An element
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of Mn is said to be homogeneous of degree n; a sub-module N of M is said
to be homogeneous if it is the direct sum of the N ∩Mn, in which case it
is itself a graded S-module. If M and M ′ are two graded S-modules, an
S-homomorphism

ϕ :M →M ′

is said to be homogeneous of degree s if ϕ(Mn) ⊂ M ′
n+s for all n ∈ Z. An

S-homomorphism that is homogeneous of degree 0 will simply be called a
homomorphism.

If M is a graded S-module, and n is an integer, we denote by M(n) the
graded S-module:

M(n) =
∑

p∈Z

M(n)p, with M(n)p =Mn+p.

Then M(n) = M as an S-module, but an element of M(n) that is homoge-
neous of degree p is homogeneous of degree n+ p in M ; in other words, M(n)
lowers the degrees of M by n units.

We denote by C the class of graded S-modules M such that Mn = 0 for
sufficiently large n. If A → B → C is an exact sequence of homomorphisms
of graded S-modules, the relations A ∈ C and C ∈ C evidently imply that
B ∈ C; that is, C is indeed a class, in the sense of [14], Chap. I. In a general
fashion, we use the terminology introduced in that article; in particular, a
homomorphism ϕ : A → B will be said to be C-injective (resp. C-surjective)
if Ker(ϕ) ∈ C (resp. if Coker(ϕ) ∈ C), and C-bijective if it is both C-injective
and C-surjective.

A graded S-module M is said to be of finite type if it is generated by a
finite number of elements; we say that M satisfies the condition (TF) if there
exists an integer p such that the submodule

∑
n≥pMn of M is of finite type;

it amounts to the same thing to say that M is C-isomorphic to a module of
finite type. The modules satisfying (TF) form a class containing C.

A graded S-moduleM is said to be free (resp. free of finite type) if it admits
a basis (resp. a finite basis) consisting of homogeneous elements, which is to
say that it is isomorphic to a direct sum (resp. a finite direct sum) of modules
S(ni).

57. Algebraic sheaves associated with a graded S-module. If U is a
nonempty subset of X, S(U) denotes the subset of S = K[t0, . . . , tr] consisting
of the homogeneous polynomials Q such that Q(x) 6= 0 for all x ∈ U ; S(U) is
a multiplicatively stable subset of S, that does not contain 0. For U = X we
write S(x) in place of S({x}).

There are typos in the original here: presumably “For U = X” above, and

“For U = x” a few lines below, should both be “For U = {x}.”



306 COHERENT ALGEBRAIC SHEAVES

Let M be a graded S-module. We denote byMU the set of fractions m/Q,
with m ∈ M , Q ∈ S(U), and m and Q homogeneous of the same degree; we
identify two fractions m/Q and m′/Q′ if there exist Q′′ ∈ S(U) such that

Q′′(Q′ ·m−Q ·m′) = 0;

it is clear that this defines an equivalence relation between pairs (m,Q). For
U = x, we write Mx in place of M{x}.

Applying this with M = S, we find that SU is the ring of fractions P/Q,
where P and Q are homogeneous polynomials of the same degree and Q ∈
S(U); ifM is a general graded S-module, we can endowMU with the structure
of an SU -module by setting:

m/Q+m′/Q′ = (Q′m+Qm′)/QQ′

(P/Q) · (m/Q′) = Pm/QQ′.

If U ⊂ V , then S(V ) ⊂ S(U), so there are canonical homomorphisms

ϕVU :MV →MU ;

the system (MU , ϕ
V
U ), where U and V vary over the nonempty open subsets

of X, define a sheaf that we denote by A(M); it is immediate that

lim
x∈U

MU =Mx,

which is to say that A(M)x = Mx. In particular, we have A(S) = O, and
since theMU are SU -modules, it follows thatA(M) is a sheaf of A(S)-modules,
which is to say an algebraic sheaf on X. All homomorphisms ϕ : M → M ′

define in a natural fashion the SU -linear homomorphisms ϕU : MU → M ′
U ,

from which we obtain a homomorphism of sheaves A(ϕ) : A(M) → A(M ′),
that we often denote by ϕ. Evidently

A(ϕ+ ψ) = A(ϕ) +A(ψ), A(1) = 1, A(ϕ ◦ ψ) = A(ϕ) ◦ A(ψ).

The operation A(M) is thus an additive covariant functor, defined on the
caegory of graded S-modules, and with values in the category of algebraic
sheaves on X.

(The definitions above are all analogues of those of §4 of Chap. II; at the
same time there is a difference insofar as SU is not the ring of fractions of S
relative to S(U), but only its homogeneous component of degree 0.)

58. First properties of the functor A(M).

Proposition 3. The functor A(M) is an exact functor.

Let M
α✲ M ′ β✲ M ′′ be an exact sequence of graded S-modules; we

will show that Mx
α✲ M ′

x
β✲ M ′′

x is also exact. If m′/Q is an element
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of the kernel of β, from the definition of M ′′
x there is R ∈ S(x) such that

Rβ(m′) = 0; but then there exists m ∈ M such that α(m) = Rm′, and we
have α(m/RQ) = m′/Q, qed. (Compare with no. 48, Lemma 1.)

Proposition 4. If M is a graded S-module, and if n is an integer,
A(M(n)) is canonically isomorphic to A(M)(n).

Consider i ∈ I, x ∈ Ui, and m/Q ∈ M(n)x, with m ∈ M(n)p, Q ∈ S(x),
degQ = p. Set

ηi,x(m/Q) = m/tni Q ∈Mx,

which is sensible because m ∈ Mn+p and tni Q ∈ S(x). We see immediately
that ηi,x :M(n)x →Mx is bijective for all x ∈ Ui. In addition, ηi◦η

−1
j = θij(n)

above Ui ∩ Uj . From the definition of the operation F(n), and Proposition 4
of no. 4, this shows that A(M(n)) is indeed isomorphic to A(M)(n).

Corollary. A(S(n)) is canonically isomorphic to O(n).

In effect, we have already said that A(S) is isomorphic to O.
(It is also directly evident that A(S(n)) is isomorphic to O′(n), since

O′(n)x is precisely the set of fractions P/Q, such that degP − degQ = n,
and Q ∈ S(x).)

Proposition 5. Let M be a graded S-module satisfying the condition
(TF). The algebraic sheaf A(M) is then a coherent sheaf, and, in order for
A(M) = 0 it is necessary and sufficient that M ∈ C.

If M ∈ C, for all m ∈ M and all x ∈ X, there exist Q ∈ S(x) such
that Qm = 0: it suffices to take Q of sufficiently large degree; we then have
Mx = 0, whence A(M) = 0. Now let M be a graded S-module satisfying the
condition (TF); there is a homogeneous submodule N of M , of finite type,
such that M/N ∈ C; on applying the preceeding, and Proposition 3, one sees
that A(N)→ A(M) is bijective, and it suffices to prove that A(N) is coherent.
Since N is of finite type, there is an exact sequence L1 → L0 → N → 0, where
L0 and L1 are free modules of finite type. From Proposition 3, the sequence
A(L1)→ A(L0)→ A(N)→ 0 is exact. But, from the corollary to Proposition
4, A(L0) and A(L1) are isomorphic to finite direct sums of sheafs O(ni), so
they are coherent. It follows that A(N) is coherent.

Finally letM be a graded S-module verifying (TF), and such that A(M) =
0; in view of the preceeding, we may suppose that M is of finite type.

In detail, (TF) means that there is a homogeneous submodule N ⊂M of finite

type such that M/N ∈ C. We have A(N) = 0 because 0 → A(N) → A(M) is

exact, and if N ∈ C, then M ∈ C, so it suffices to prove the assertion with N

in place of M .

If m is a homogeneous element of M , let am be the annihilator of m, which
is to say the set of polynomials Q ∈ S such that Q ·m = 0; it is clear that
am is a homogeneous ideal. In addition, the hypothesis, Mx = 0 for all x ∈ X
entails that the variety of zeros of am in Kr+1 is empty or {0};
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Concretely, for the image of m inMx to be 0 means that there is some Q ∈ am

with Q(x) 6= 0.

the theorem of zeros of Hilbert then shows that all homogeneous polynomials
of sufficiently large degree appear in am. Applying this to a finite system of
generators of M , one immediately concludes that Mp = 0 for sufficiently large
p, which achieves the demonstration.

On combining Propositions 3 and 5 we obtain:

Proposition 6. Let M and M ′ be two graded S-modules satisfying
(TF), and let ϕ :M →M ′ be a homomorphism from M to M ′. In order for

A(ϕ) : A(M)→ A(M ′)

to be injective (resp. surjective, bijective), it is necessary and sufficient that
ϕ be C-injective (resp. C-surjective, C-bijective).

59. The graded S-module associated with an algebraic sheaf. Let
F be an algebraic sheaf on X, and let:

Γ(F) =
∑

n∈Z

Γ(F)n, with Γ(F)n = Γ(X,F(n)).

The group Γ(F) is a graded group; we will endow it with an S-module
structure. Consider s ∈ Γ(X,F(q)) and P ∈ Sp; we can identify P with a
section of O(p) (cf. no. 54), so P ⊗ s is a section of O(p)⊗F(q) = F(q)(p) =
F(p + q), where we are using the isomorphisms of no. 54; we have in this
way defined a section of F(p + q) that we denote by P · s in place of P ⊗ s.
The function (P, s)→ P · s endows Γ(F) with an S-module structure that is
compatible with its gradation.

On can also define P · s by means of its components on the Ui; if the
components of s are si ∈ Γ(Ui,F), with si = (tqj/t

q
i ) · sj on Ui ∩ Uj, then

(P · s)i = (P/tpi ) · si, which makes sense because P/tpi is a regular function on
Ui.

In order to compare the functors A(M) and Γ(F) we define two canonical
homomorphisms:

α :M → Γ(A(M)) and β : A(Γ(F))→ F .

Definition of α. Let M be a graded S-module, and let m ∈ M0 be a
homogeneous element of degree 0 of M . The element m/1 is a well defined
element of Mx, and varies continuous with x ∈ X; thus m defines a section
α(m) of A(M). If m is now homogeneous of degree n, m is homogeneous
of degree 0 in M(n) and therefore defines a section of A(M(n)) = A(M)(n)
(cf. Proposition 4). From the definition of α :M → Γ(A(M)), it is immediate
that it is a homomorphism.
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Definition of β. Let F be an algebraic sheaf on X, and let s/Q be
an element of Γ(F)x, with s ∈ Γ(X,F(n)), Q ∈ Sn, and Q(x) 6= 0. The
function 1/Q is homogeneous of degree −n, and regular at x, so s/Q is a
section of O(−n)⊗ F(n) = F in a neighborhood of x and defines an element
of Fx, which we denote by βx(s/Q), since it depends only on s/Q. We can
equally define βx in terms of the local representatives si of s: if x ∈ Ui,
βx(s/Q) = (tni /Q) · si(x). The collection of homomorphisms βx define the
homomorphism β : A(Γ(F))→ F .

The homomorphisms α and β are related by the following Propositions,
which are proved by direct calculation:

Proposition 7. Let M be a graded S-module. The compositions of the
homomorphisms A(M)→ A(Γ(A(M)))→ A(M) is the identity.

(The first homomorphism is defined by α :M → Γ(A(M)), and the second
is β, applied to F = A(M).)

Why Serre thought the verification was not worth writing out will be apparent,

but we do it anyway. The sheaf map A(M) → A(Γ(A(M))) can be defined

by specifying the maps A(M)x → A(Γ(A(M)))x. An element of A(M)x has

the form m/Q where Q(x) 6= 0 and m and Q have the same degree, say n.

Then m defines a global section α(m) ∈ A(M)(n), and α(m)/Q is an element

of A(Γ(A(M)))x. But clearly βx(α(m)/Q) = m/Q.

Proposition 8. Let F be an algebraic sheaf on X. The composition of
the homomorphisms Γ(F)→ Γ(A(Γ(F)))→ Γ(F) is the identity.

(The first homomorphism is α, applied to M = Γ(F), while the second is
defined by β : A(Γ(F))→ F .)

We will show in no. 65 that β : A(Γ(F))→ F is bijective is F is coherent,
and that α :M → Γ(A(M)) is C-bijective if M satisfies condition (TF).

60. The case of coherent algebraic sheaves. We first establish a
preliminary result:

Proposition 9. Let L be an algebraic sheaf on X that is a finite sum of
sheafs O(ni). Then Γ(L) satisfies (TF), and β : A(Γ(L))→ L is bijective.

This reduces right away to the case L = O(n), then to L = O. In this
case, we know that Γ(O(p)) = Sp for all p ≥ 0, so we have S ⊂ Γ(O), with
the quotient module belonging to C. It now follows that Γ(O) satisfies (TF),
and then that A(Γ(O)) = A(S) = O, qed.

(We will see that Γ(O) = S if r ≥ 1; in contrast, if r = 0, Γ(O) is not an
S-module of finite type.)

Theorem 2. For any coherent algebraic sheaf F on X, there is a graded
S-module M , satisfying (TF), such that A(M) is isomorphic to F .

From the corollary to Theorem 1, there is an exact sequence of algebraic
sheaves:

L1
ϕ✲ L0 → F → 0,
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where L1 and L0 satisfy the hypotheses of the preceeding proposition. Let M
be the cokernel of the homomorphism Γ(ϕ) : Γ(L1)→ Γ(L0); from Proposition
9,M satisfies condition (TF). On applying the functorA to the exact sequence:

Γ(L1)→ Γ(L0)→M → 0,

we obtain an exact sequence:

A(Γ(L1))→ A(Γ(L0))→ A(M)→ 0.

Consider the following commutative diagram:

A(Γ(L1)) → A(Γ(L0)) → A(M) → 0

L1

β
❄

→ L0

β
❄

→ F → 0.

From Proposition 9,the two vertical homomorphisms are bijective. It fol-
lows that A(M) is isomorphic to F , qed.

We can define the image of a ∈ A(M) in F to be the image of β(λ) where

λ ∈ L0 maps to a. If λ′ also maps to a, then exactness implies that λ′ − λ

has a preimage in A(Γ(L1)), so β(λ′ −λ) is in the image of L1 and thus in the

kernel of L0 → F . Therefore the map A(M) → F is well defined, and (after

adding another pair of zeros on the right) the five lemma implies that it is an

isomorphism.

§3. Cohomology of projective space with values in a coherent algebraic sheaf

61. The complexes Ck(M) and C(M). We retain the notation of no. 51
and 56. In particular, I denotes the interval {0, 1, . . . , r} and S is the graded
algebra K[t0, . . . , tr].

Let M be a graded S-module, and let k and q be two integers ≥ 0; we will
define a group Cqk(M); an element of Cqk(M) is a function

(i0, . . . , iq)→ m〈i0 · · · iq〉

which assigns to each tuple (i0, . . . , iq) of q+1 elements of I a homogeneous ele-
ment of degree k(q+1) ofM , depending in an alternating fashion on i0, . . . , iq.
In particular, we have m〈i0 · · · iq〉 = 0 if two of the indices i0, . . . , iq are equal.
Addition in Cqk(M) is defined in the obvious manner, as is multiplication by
an element λ ∈ K, and Cqk(M) is a vector space over K.

If m is an element of Cqk(M), define dm ∈ Cq+1
k (M) by the formula:

(dm)〈i0, . . . , iq+1〉 =

q+1∑

j=0

(−1)jtkij ·m〈i0 · · · îj · · · iq+1〉.
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A direct calculation verifies that d ◦ d = 0; then, the direct sum Ck(M) =∑r
q=0C

q
k(M), endowed with the coboundary operator d, is a complex, whose

qth cohomology group is denoted by Hq
k(M).

(We point out, after [11], another interpretation of the elements of Cqk(M):
introducing r + 1 differential symbols dx0, . . . , dxr, each m ∈ Cqk(M) corre-
sponds to the “differential form” of degree q + 1:

ωm =
∑

i0<···<iq

m〈i0 · · · iq〉dxi0 ∧ · · · ∧ dxiq .

If we let αk =
∑r

i=0 t
k
i dxi, we see that

ωdm = αk ∧ ωm,

so that the coboundary operator is exterior multiplication by the form αk.)
If h is an integer ≥ k, let ρhk : Cqk(M) → Cqh(M) be the homomorphism

defined by the formula:

ρhk(m)〈i0 · · · iq〉 = (ti0 · · · tiq)
h−km〈i0 · · · iq〉.

We have ρhk ◦ d = d ◦ ρhk , and ρlh ◦ ρ
h
k = ρlk if k ≤ h ≤ l. Therefore

we can define the complex C(M) to be the inductive limit of the system
(Ck(M), ρhk) for k → +∞. The cohomology groups of this complex will be
denoted by Hq(M). Because cohomology commutes with inductive limits
(cf. [6], Chap. V, Prop. 9.3∗), we have:

Hq(M) = lim
k→∞

Hq
k(M).

The cited result is Proposition B3.1.

Each homomorphism ϕ :M →M ′ defines a homomorphism

ϕ : Ck(M)→ Ck(M
′)

by the formula: ϕ(m)〈i0 · · · iq〉 = ϕ(m〈i0 · · · iq〉), where, after passing to the
limit, ϕ : C(M) → C(M ′); moreover, these homomorphisms commute with
the coboundary operator, and consequently they define homomorphisms

ϕ : Hq
k(M)→ Hq

k(M
′) and ϕ : Hq(M)→ Hq(M ′).

Given an exact sequence 0→M →M ′ →M ′′ → 0, there is an exact sequence
of complexes 0 → Ck(M) → Ck(M

′) → Ck(M
′′) → 0, from which we obtain

an exact sequence of cohomology:

· · · → Hq
k(M

′)→ Hq
k(M

′′)→ Hq+1
k (M)→ Hq+1

k (M ′)→ · · ·

The same results hold for C(M) and the Hq(M).
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Remark. Later (cf. no. 69) we will see that we can express the Hq
k(M)

using the ExtqS .

62. Calculation of Hq
k(M) for certain modules M . Let M be a

graded S-module, and let m ∈ M be a homogeneous element of degree 0.
The system (tki ·m) is a 0-cocycle of Ck(M), that we denote by αk(m), and
that we identify with its cohomology class. In this way we obtain a K-linear
homomorphism αk :M0 → H0

k(M); since αh = ρhk ◦ α
k if h ≥ k, the αk define

by passage to the limit a homomorphism α :M0 → H0(M).

We now introduce two notations:

If (P0, . . . , Ph) are elements of S, we denote by (P0, . . . , Ph)M the sub-
module of M consisting of the elements

∑h
i=0 Pi ·mi, with mi ∈M ; if the Pi

are homogeneous, this submodule is homogeneous.

If P is an element of S, and N is a submodule of M , we denote by N :P
the submodule of M consisting of the elements m ∈M such that P ·m ∈ N ;
evidently N :P ⊃ N ; if N and P are homogeneous, N :P is homogeneous.

With these notations specified, we have:

Proposition 1. Let M be a graded S-module and k an integer ≥ 0.
Suppose that, for each i ∈ I:

(tk0 , . . . , t
k
i−1)M :tki = (tk0 , . . . , t

k
i−1)M.

Then:

(a) αk :M0 → H0
k(M) is bijective (if r ≥ 1).

(b) Hq
k(M) = 0 for 0 < q < r.

(For i = 0, the hypothesis means that tk0 ·m = 0 implies that m = 0.)

This Proposition is a particular case of a result due to de Rham [11] (the
result of de Rham holds also when we do not suppose that the m〈i0 · · · iq〉
are homogeneous). See also [6], Chap. VIII, §4, which treats a particular case
that suffices for our applications.

The cited result is Theorem G4.4; if you haven’t done so already, this would
be a very good time to read chapter G. In that context there are symbols
y1, . . . , yn, and for each k = 0, . . . , n we let Ek(y1, . . . , yn) be the Z-module
generated by those yi1 ∧ · · · ∧ yik with i1 < · · · < ik. Let R be a ring, let M
be an R-module (this would be M0 in the current context) and for each k let

Xk =M ⊗Z Ek(y1, . . . , yn).

There is a linear form

ω = x1y1 + · · ·+ xnyn ∈ R⊗Z E1(y1, . . . , yn)

given by some x1, . . . , xn ∈ R, which gives rise to a cochain complex

0 → X0 → X1 → · · · → Xn−1 → Xn → 0
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with coboundary operator α 7→ ω ∧ α. Theorem G4.4 asserts that if

(x1, . . . , xℓ−1)M : xℓ = (x1, . . . , xℓ−1)M (∗)

for all ℓ = 1, . . . , n, then this complex is exact at X1, . . . , Xn−1.

In comparing this result with the current context, we have n = r + 1 and

Cqk = Xq+1. One needs to verify that (∗) for the M in the current context

implies this condition with M0 in place of M . Then the result implies that the

truncated sequence 0 → X1 → · · · → Xr+1 → 0 is exact at X2, . . . , Xr, which

is (b), and its cohomology at X1 is the image of X0 → X1, which is what (a)

asserts.

We apply Proposition 1 to the graded S-module S(n):

Proposition 2. Let k be an integer ≥ 0, n an arbitrary integer. Then:

(a) αk : Sn → H0
k(S(n)) is bijective (if r ≥ 1).

(b) Hq
k(S(n)) = 0 for 0 < q < r.

(c) Hr
k(S(n)) admits as a base (over K) the cohomology classes of the mono-

mials tα0
0 · · · t

αr
r , with 0 ≤ αi < k and

∑r
i=0 αi = k(r + 1) + n.

It is clear that the S-module S(n) satisfies the hypotheses of Proposition
1, which establishes (a) and (b). For the other part, for any graded S-module
M , we have Hr

k(M) =Mk(r+1)/(t
k
0 , . . . , t

k
r )Mkr; thus the monomials

tα0
0 · · · t

αr
r , αi ≥ 0,

r∑

i=0

αi = k(r + 1) + n,

form a base of S(n)k(r+1), and those of these monomials for which at least one

of the αi is ≥ k form a base of (tk0 , . . . , t
k
r)S(n)kr; hence (c).

It is convenient to write the exponents αi in the form k−βi. The conditions
stated in (c) are now written as:

0 < βi ≤ k and

r∑

i=0

βi = −n.

The second condition, together with βi > 0, implies that βi ≤ −n − r;
therefore if k ≥ −n−r, the condition βi ≤ k is a consequence of the preceeding
two. Therefore:

Corollary 1. For k ≥ −n − r, Hr
k(S(n)) admits a base of the co-

homology classes of the monomials (t0 · · · tr)
k/tβ00 · · · t

βr
r , with βi > 0 and∑r

i=0 βi = −n.

In the same way:

Corollary 2. If h ≥ k ≥ −n− r, the homomorphism

ρhk : Hq
k(S(n))→ Hq

k(S(n))
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is bijective for all q ≥ 0.

For q 6= r, this follows from assertions (a) and (b) of Proposition 2. For
q = r, this follows from Corollary 1, taking into account that ρhk transforms

(t0 · · · tr)
k/tβ00 · · · t

βr
r to (t0 · · · tr)

h/tβ00 · · · t
βr
r .

Corollary 3. The homomorphism α : Sn → H0(S(n)) is bijective if
r ≥ 1, or if n ≥ 0. We have Hq(S(n)) = 0 for 0 < q < r, and Hr(S(n)) is a
vector space of dimension

(−n−1
r

)
over K.

The assertion relative to α follows from Proposition 2, (a), in the case
where r ≥ 1; it is immediate if r = 0 and n ≥ 0. The rest of the Corollary is
evidently a consequence of Corollaries 1 and 2 (if we agree that the binomial
coefficient

(a
r

)
is zero if a < r).

The possible (β0, . . . , βr) are in one-to-one correspondence with the r-element

subsets {β0, β0 + β1, . . . , β0 + · · ·+ βr−1} ⊂ {1, . . . ,−n− 1}.

63. General properties of the Hq(M).

Proposition 3. LetM be a graded S-module satisfying condition (TF).
Then:

(a) There is an integer k(M) such that ρhk : Hq
k(M) → Hq

h(M) is bijective
for h ≥ k ≥ k(M) and any q.

(b) Hq(M) is a finite dimensional vector space over K for all q ≥ 0.

(c) There is an integer n(M) such that, for n ≥ n(M), α :Mn → H0(M(n))
is bijective, and Hq(M(n)) vanishes for all q > 0.

We reduce right away to the case where M is of finite type. We then say
that M is of dimension ≤ s (where s is an integer ≥ 0) if there is an exact
sequence:

0→ Ls → Ls−1 → · · · → L0 →M → 0,

where the Li are free graded S-modules of finite type. From Hilbert’s syzygies
theorem (cf. [6], Chap. VIII, th. 6.5), that dimension is always ≤ r + 1.

The cited result is Theorem I3.4.

We prove the Proposition by induction on the dimension of M . If it is 0,
M is free of finite type, i.e. a direct sum of modules S(ni), and the Proposition
follows from Corollaries 2 and 3 of Proposition 2. Now suppose that M has
dimension ≤ s, and let N be the kernel of L0 →M . The graded S-module N
has dimension ≤ s− 1, and there is an exact sequence

0→ N → L0 →M → 0.
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In view of the induction hypothesis, the Proposition holds for N and L0.
On applying the five lemma ([7], Chap. I, Lemma 4.3) to the commutative
diagram:

Hq
k(N) → Hq

k(L
0) → Hq

k(M) → Hq+1
k (N) → Hq+1

k (L0)

↓ ↓ ↓ ↓ ↓

Hq
h(N) → Hq

h(L
0) → Hq

h(M) → Hq+1
h (N) → Hq+1

h (L0),

where h ≥ k ≥ Sup(k(N), k(L0)), we demonstrate (a), after which (b) is
evident, since Hq

k(M) is finite dimensional over K. On the other hand, the
exact sequence

Hq(L0(n))→ Hq(M(n))→ Hq+1(N(n))

shows that H0(M(n)) = 0 for n ≥ Sup(n(L0), n(N)). Finally consider the
commutative diagram:

0 ✲ Nn
✲ Ln ✲ Mn

✲ 0

0
❄

✲ H0(N(n))

α
❄

✲ H0(L0(n))

α
❄

✲ H0(M(n))

α
❄

✲ H1(N(n));

❄

for n ≥ n(N), we have H1(N(n)) = 0; from this we deduce that α : Mn →
H0(M(n)) is bijective for n ≥ Sup(n(L0), n(N)), which completes the proof
of the Proposition.

64. Comparison of the groups Hq(M) and Hq(X,A(M)). LetM be a
graded S-module, and let A(M) be the algebraic sheaf on X = Pr(K) derived
from M by the process of no. 57. We will compare C(M) with C ′(U,A(M)),
the complex of alternating cochains of the covering U = {Ui}i∈I with values
in the sheaf A(M).

Fix m ∈ Cqk(M), and let (i0, . . . , iq) be a sequence of q + 1 elements of
I. The polynomial (ti0 · · · tiq )

k is apparently contained in S(Ui0···iq ), with
the notations of no. 57. Consequently m〈i0 · · · iq〉/(ti0 · · · tiq)

k is contained in
MU , where U = Ui0···iq , so it defines a section of A(M) above Ui0···iq . When
(i0, . . . , iq) varies, the system formed by these sections is an alternating q-
cochain of U, with values in A(M), that we denote by ιk(m). We see right
away that ιk commutes with d, and that ιk = ιh ◦ ρ

h
k if h ≥ k. By passage to

the inductive limit, the ιk define a homomorphism ι : C(M)→ C ′(U,A(M)),
that commutes with d.

Proposition 4. If M satisfies (TF), ι : C(M) → C ′(U,A(M)) is bijec-
tive.

If M ∈ C, we have Mn = 0 for n ≥ n0, whence Ck(M) = 0 for k ≥ n0,
and C(M) = 0. Since every S-module satisfying (TF) is C-isomorphic to a
module of finite type, this shows that the issue reduces to the case where M
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is of finite type. One can then find an exact sequence L1 → L0 → M → 0,
where L1 and L0 are free of finite type. From Propositions 3 and 5 of no. 58,
the sequence

A(L1)→ A(L0)→ A(M)→ 0

is an exact sequence of coherent algebraic sheaves; since the Ui0···iq are open
affines, the sequence

C ′(U,A(L1))→ C ′(U,A(L0))→ C ′(U,A(M))→ 0

is an exact sequence (cf. no. 45, Corollary 2 to Theorem 2). The commutative
diagram

C(L1) ✲ C(L0) ✲ C(M) ✲ 0

C ′(U,A(L1))

ι
❄

✲ C ′(U,A(L0))

ι
❄

✲ C ′(U,A(M))

ι
❄

✲ 0
❄

then shows that, if the Proposition is true for the modules L1 and L0, it is
also for M . We have now reduced to the particular case of a free module of
finite type, and then, by decomposition of a direct sum, to the case where
M = S(n).

In this case, we have A(S(n)) = O(n); a section fi0···iq of O(n) on Ui0···iq is,
by the definition of a sheaf, a regular function on Vi0∩· · ·∩Viq and homogeneous
of degree n. Since Vi0 ∩· · ·∩Viq is the set of points of K

r+1 where the function
ti0 · · · tiq is 6= 0, there is an integer k such that

fi0···iq = P 〈i0 · · · iq〉/(ti0 · · · tiq)
k,

P 〈i0 · · · iq〉 being a homogeneous polynomial of degree n+ (k(q + 1), which is
to say of degree k(n+1) in S(n). Therefore each alternating f ∈ C ′(U,O(n))
defines a system P 〈i0 · · · iq〉 that is an element of Ck(S(n)); thus there is a
homomorphism

ν : C ′(U,O(n))→ C(S(n)).

Since one verifies right away that ι ◦ ν = 1 and ν ◦ ι = 1, it follows that ι is
bijective, which completes the proof.

Corollary. ι defines an isomorphism from Hq(M) to Hq(X,A(M)) for
all q ≥ 0.

In effect, we know that H ′q(U,A(M)) = Hq(U,A(M)) (no. 20, Proposition
2), and that Hq(U,A(M)) = Hq(X,A(M)) (no. 52, Proposition 2, which is
applicable because A(M) is coherent).

Remark. It is easy to see that ι : C(M)→ C ′(U,A(M)) is injective, even
when M does not satisfy (TF).

65. Applications.
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Proposition 5. If M is a graded S-module satisfying (TF), the homo-
morphism α :M → Γ(X,A(M)), defined in no. 59, is C-bijective.

We need to show that α : Mn → Γ(X,A(M(n))) is bijective for suffi-
ciently large n. Now, from Proposition 4, Γ(X,A(M(n))) can be identified
with H0(M(n)); thus the Proposition follows from (c) of Proposition 3, tak-
ing into account that the homomorphism α is transformed by the preceeding
identification to the homomorphism defined at the beginning of no. 62, and
also denoted by α.

Proposition 6. Let F be a coherent algebraic sheaf on X. The graded
S-module Γ(F) satisfies (TF), and the homomorphism β : A(Γ(F)) → F ,
defined in no. 59, is bijective.

From Theorem 2 of no. 60, we can suppose that F = A(M), where M is a
module satisfying (TF). From the preceeding Proposition, α :M → Γ(A(M))
is C-bijective; since M satisfies (TF), it follows that Γ(A(M)) satisfies it as
well. Applying Proposition 6 of no. 58, we see that α : A(M)→ A(Γ(A(M)))

is bijective. Since the composition A(M)
α✲ A(Γ(A(M)))

β✲ A(M) is
the identity (no. 59, Proposition 7), it follows that β is bijective, qed.

Proposition 7. Let F be a coherent algebraic sheaf on X. The groups
Hq(X,F) are finite dimensional vector spaces over K for all q ≥ 0, and we
have Hq(X,F(n)) = 0 for q > 0 and n sufficiently large.

One may suppose, as above, that F = A(M), where M is a module satis-
fying (TF). The Proposition then follows from Proposition 3 and the corollary
to Proposition 4.

Proposition 8. We have Hq(X,O(n)) = 0 for 0 < q < r, and
Hr(X,O(n)) is a vector space of dimension

(−n−1
r

)
on K, admitting a base of

the cohomology classes of alternating cocycles of U

f01···r = 1/tβ00 · · · t
βr
r , with βi > 0 and

r∑

i=0

βi = −n.

We have O(n) = A(S(n)), where Hq(X,O(n)) = Hq(S(n)), from the
corollary to Proposition 4; the Proposition follows immediately from this and
the corollaries to Proposition 2.

In particular, note that Hr(X,O(−r − 1)) is a one dimensional vector
space over K, admitting a base consisting of the cohomology class of the
cocycle f01···r = 1/t0 · · · tr.

66. Coherent algebraic sheaves on projective varieties. Let V
be a closed subvariety of a projective space X = Pr(K), and let F be a
coherent algebraic sheaf on V . Prolonging F by 0 outside of V , we obtain
a coherent algebraic sheaf on X (cf. no. 39), denoted by FX ; we know that
Hq(X,FX ) = Hq(V,F). Therefore the results of the preceeding no. apply to
the groups Hq(V,F). In this way (taking into account no. 52) we obtain:
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Theorem 1. The groups Hq(V,F) are finite dimensional vector spaces
over K, vanishing for q > dimV .

In particular, for q = 0, we have:

Corollary. Γ(V,F) is a finite dimensional vector space over K.

(It is natural to conjecture that the theorem above is true for all varieties
that are complete variety complete, in the sense of Weil [16].)

Let U ′
i = Ui ∩ V ; the U ′

i form an open cover U′ of V . If F is an algebraic
sheaf on V , let Fi = F(U

′
i), and let θij(n) be the isomorphism from Fj(U

′
i∩U

′
j)

to Fi(U
′
i ∩ U

′
j) defined by multiplication by (tj/ti)

n. We denote by F(n) the
sheaf obtained from the Fi, by reconnecting by means of the θij(n). The
operation F(n) enjoys the same properties as the one defined in no. 54, which
it generalizes; in particular F(n) is canonically isomorphic to F ⊗OV (n).

We have FX(n) = F(n)X . Applying Theorem 1 of no. 55, then Proposition
7 of no. 65, we obtain:

Theorem 2. Let F be a coherent algebraic sheaf on V . There is an
integer m(F) such that, for all n ≥ m(F):

(a) For all x ∈ V , the Ox,V -module F(n)x is generated by the elements of
Γ(V,F(n)),

(b) Hq(V,F(n)) = 0 for all q > 0.

Remark. It is essential to observe that the sheaf F(n) does not depend
only on F and n, but also on the embedding of V in the projective space X.
More precisely, let P be the principal fiber space π−1(V ), with structural group
the group K∗; n being an integer, make K∗ operate on K by the formula:

(λ, µ)→ λ−nµ if λ ∈ K∗ and µ ∈ K.

Let En = P ×K∗K be the fiber space associated with P and fiber K, endowed
with the proceeding operations; let S(En) be the sheaf of germs of sections of
En (cf. 41). Taking account of the fact that the ti/tj form a system of changes
of charts for P , one immediately verifies that S(En) is canonically isomorphic
to OV (n). The formula F(n) = F ⊗ S(En) then shows that the operation
depends only on the class of the fiber space P defined by the embedding V → X.
In particular, if V is normal, F(n) depends only on the linear equivalence class
of V in this embedding (cf. [17]).

67. A complement. If M is a graded S-module satisfying (TF), we
denote byM ♮ the graded S-module Γ(A(M)). In no. 65 we saw that α :M →
M ♮ is C-bijective. We will give conditions under which α is bijective.

Proposition 9. In order for α :M →M ♮ to be bijective, it is necessary
and sufficient that the following conditions hold:

(i) If m ∈M is such that ti ·m = 0 for all i ∈ I, then m = 0.
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(ii) If the elements mi ∈ M , homogeneous and of the same degree, satisfy
the relation tj ·mi−ti ·mj = 0 for all pairs (i, j), then there is an m ∈M
such that mi = ti ·m.

We first show that (i) and (ii) are satisfied by M ♮, which proves their
necessity. For (i), we may suppose that m is homogeneous, which is to say
a section of A(M(n)); in this case, the condition ti · m = 0 implies that m
vanishes on Ui, and, since this holds for all i, that m = 0. For (ii), let n be
the degree of the mi; then we have mi ∈ Γ(A(M(n))); since 1/ti is a section
of O(−1) on Ui, mi/ti is a section of A(M(n − 1)) on Ui, and the condition
tj ·mi − ti ·mj = 0 shows that the various sections are the restrictions of a
unique section m of A(M(n− 1)) on X; we now have to compare the sections
ti · m and mi; to show that they coincide on Uj, it suffices to observe that
tj(ti ·m−mi) = 0 on Uj, which follows from the formula tj ·mi = ti ·mj and
the definition of m.

We now show that (i) implies that α is injective. For n large enough,

we know that α : Mn → M ♮
n is bijective, and we can reason by descent on

n; if α(m) = 0, with m ∈ Mn, we will have ti · α(m) = α(ti · m) = 0, and
the hypothesis of descent, which is applicable because ti ·m ∈ Mn+1, shows
that m = 0. Next, we show that (i) and (ii) imply that α is surjective. For

the reasons given above, we can reason by descent on n. If m′ ∈ M ♮
n, the

hypothesis of descent implies that there is a mi ∈ Mn+1 such that α(mi) =
ti ·m

′; we have α(tj ·mi − ti ·mj) = 0, so that tj ·mi − ti ·mj = 0 because
α is injective. Condition (ii) then implies the existence of m ∈ Mn such
that ti ·m = mi; we have ti(m

′ − α(m)) = 0, which shows that m′ = α(m),
completing the proof.

Remarks. (1) The proof shows that condition (i) is necessary and suffi-
cient for α to be injective.

(2) We can express (i) and (ii) as follows: the homomorphism α1 : Mn →
H0

1 (M(n)) is bijective for all n ∈ Z. Moreover, Proposition 4 implies that we
may identify M ♮ with the S-module

∑
n∈ZH

0(M(n)), and it is easy to derive
from this a purely algebraic proof of Proposition 9 (without using the sheaf
A(M)).

§4. Relation with the functors ExtqS

68. The functors ExtqS. We retain the notation of no. 56. If M
and N are two graded S-modules, we denote by HomS(M,N)n the group
of S-homomorphisms from M to N that are homogeneous of degree n, and
by HomS(M,N) the graded group

∑
n∈ZHomS(M,N)n; this is a graded S-

module; when M is of finite type it coincides with the S-module of all the
S-homomorphisms from M to N .
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The derived functors (cf. [6], Chap. V) of the functor HomS(M,N) are the
functors ExtqS(M,N), q = 0, 1, . . .. We briefly recall the definition:7

We choose a “resolution” of M , which is to say an exact sequence:

· · · → Lq+1 → Lq → · · · → L0 →M → 0,

where the Lq are free graded S-modules, and the functions are homomor-
phisms (that is, as usual, S-module homomorphisms that are homogeneous
of degree 0). If we let Cq = HomS(L

q, N), the homomorphism Lq+1 → Lq

defines a homomorphism d : Cq → Cq+1, “by transposition,” that satisfies
d ◦d = 0; in this way C =

∑
q≥0C

q is found to be endowed with the structure

of a complex, and the qth cohomology group is, by definition, ExtqS(M,N); one
can show that ExtqS(M,N) depends only on M and N , and not on the chosen
resolutions. Since the Cq are graded S-modules, and d : Cq → Cq+1 is ho-
mogeneous of degree 0, the S-modules ExtqS(M,N) are graded by subspaces
ExtqS(M,N)n; the ExtqS(M,N)n are the cohomology groups of the complex
consisting of the HomS(M,N)n, which is to say the derived functors of the
functor HomS(M,N)n.

Recall the principal properties of the ExtqS :

Ext0S(M,N) = HomS(M,N); ExtqS(M,N) = 0 for q > r+1 ifM is of finite
type (due to the theorem of syzygies of Hilbert, cf. [6], Chap. VIII, th. 6.5);

The Hilbert syzygy theorem is Theorem I3.4. It implies that dimSM ≤

dimS = dimSK = r + 1, so there is a projective resolution · · · → L1 → L0 →

M → 0 with Lr+2 = 0, and since this can be used to define the ExtqS(M,N),

the claim follows. Unless I am mistaken, the assertion does not depend on

M being of finite type; possibly Serre is concerned about the ambiguity of

definition discussed in footnote 5.

ExtqS(M,N) is an S-module of finite type if M and N are of finite type (be-
cause we can choose a resolution where the Lq are of finite type);

This follows from Lemma I2.2.

for all n ∈ Z there are two canonical homomorphisms:

ExtqS(M(n), N) ≈ ExtqS(M,N(−n)) ≈ ExtqS(M,N)(−n).

A resolution · · · → L1 → L0 → M → 0 induces a resolution · · · → L1(n) →

L0(n) → M(n) → 0, after which this is a simple matter of applying the

definitions, taking account of the gradings.

7 When M is not a module of finite type, the ExtqS(M,N) defined below may differ from the
ExtqS(M,N) defined in [6]; this is because the HomS(M,N) does not have the same sense
in the two cases. Nevertheless, all the proofs of [6] are valid without change in the case
considered here: all claims follows directly or from the chapter of [6].
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The exact sequences

0→ N → N ′ → N ′′ → 0 and 0→M →M ′ →M ′′ → 0

give rise to exact sequences:

· · · → ExtqS(M,N)→ ExtqS(M,N ′)→ ExtqS(M,N ′′)→ Extq+1
S (M,N)→ · · ·

· · · → ExtqS(M
′′, N)→ ExtqS(M

′, N)→ ExtqS(M,N)→ Extq+1
S (M ′′, N)→ · · ·

As with much of this paragraph, this comes from Theorem D3.2.

69. Interpretation of the Hq
k(M) in terms of the ExtqS. Let M be a

graded S-module, and let k be an integer ≥ 0. Put

Bq
k(M) =

∑

n∈Z

Hq
k(M(n)),

with the notations of no. 61.

In this way we obtain a graded group, isomorphic to the qth cohomology
group of the complex

∑
n∈ZCk(M(n)); this complex can be endowed with an

S-module structure compatible with its grading by setting

(P ·m)〈i0 · · · iq〉 = P ·m〈i0 · iq〉, if P ∈ Sp, and m〈i0 · iq〉 ∈ C
q
k(M(n));

since the coboundary operator is an S-homomorphism that is homogeneous
of degree 0, it follows that the Bq

k(M) are themselves graded S-modules.

We set

Bq(M) = lim
k→∞

Bq
k(M) =

∑

n∈Z

Hq(M(n)).

The Bq(M) are graded S-modules. For q = 0, we have

B0(M) =
∑

n∈Z

H0(M(n)),

and in this way we recover the module denotedM ♮ in no. 67 (whenM satisfies
condition (TF)). For each n ∈ Z, in no. 62 we defined a linear transformation
α : Mn → H0(M(n)); one verifies immediately that the sum of these trans-
formations defines a homomorphism, that we also denote by α, from M to
B0(M).

Proposition 1. Let k be an integer ≥ 0, and let Jk be the ideal
(tk0 , . . . , t

k
r ) of S. For each graded S-module M , the graded S-modules Bq

k(M)
and ExtqS(Jk,M) are isomorphic.
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Let Lqk, q = 0, . . . , r, be the graded S-module admitting as a base the
elements e〈i0 · · · iq〉, 0 ≤ i0 < i1 < · · · < iq ≤ r, of degree k(q + 1); we define

an operator d : Lq+1
k → Lqk and an operator ε : L0

k → Jk by the formulas:

d(e〈i0 · · · iq+1〉) =

q+1∑

j=0

(−1)jtkij · e〈i0 · · · îj · · · iq+1〉.

ε(e〈i〉) = tki .

Lemma 1. The sequence of homomorphisms:

0→ Lrk
d✲ Lr−1

k → · · · → L0
k

ε✲ Jk → 0

is an exact sequence.

For k = 1 this result is well known (cf. [6], Chap. VIII, §4); the general
case is proved in the same way (it reduces to the special case); one can also
use the theorem proved in [11].

For us this is the exactness of the complex Y (n) in Proposition G6.1.

Proposition 1 follows immediately from the Lemma, if one notices that
the complex formed by the HomS(L

q
k,M) and the transpose of d is none other

than the complex
∑

n∈ZCk(M(n)).

Corollary 1. Hq
k(M) is isomorphic to ExtqS(Jk,M)0.

In effect these two groups are the components of degree 0 of the graded
groups Bq

k(M) and ExtqS(Jk,M).

Corollary 2. Hq(M) is isomorphic to limk→∞ExtqS(Jk,M)0.

It is easy to see that the homomorphism ρhk : Hq
k(M)→ Hq

k(M) of no. 61
is transformed by the isomorphism of Corollary 1 to the homomorphism from

ExtqS(Jk,M)0 to ExtqS(Jh,M)0

defined by the inclusion Jh → Jk; this gives Corollary 2.
Remark. LetM be a graded S-module of finite type;M defines (cf. no. 48)

a coherent algebraic sheaf F ′ on Kr+1, and thus on Y = Kr+1 \ {0}, and one
can verify that Hq(Y,F) is isomorphic to Bq(M).

70. Definition of the functors T q(M). We first define the notion of
the dual module of a graded S-module. Let M be a graded S-module; for all
n ∈ Z, Mn is vector space over K, whose vectorial dual space we denote by
(Mn)

′. Let

M∗ =
∑

n∈Z

M∗
n with M∗

n = (M−n)
′.

We will endow M∗ with an S-module structure that is compatible with
its grading; for all P ∈ Sp, the function m → P · m is a K-linear function
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from M−n−p to M−n, which defines by transposition a K-linear function from
(M−n)

′ = M∗
n to (M−n−p)

′ = M∗
n+p; this defines the S-module structure

of M∗. Equivalently, we could have defined M∗ to be HomS(M,K) after
identifying K with the graded S-module S/(t0, . . . , tr).

The graded S-module M∗ is called the dual of M ; we have M∗∗ = M if
each of the Mn is finite dimensional over K, which is the case if M = Γ(F),
F being a coherent sheaf on X, or if M is of finite type. Each homomorphism
defines by transposition a homomorphism from N∗ to M∗. If the sequence
M → N → P is exact, the sequence P ∗ → N∗ → M∗ is also exact; which
is to say that M → M∗ is a contravariant functor, and is exact. When I is
a homogeneous ideal of S, the dual of S/I is none other than the “inverse
system” of I, in the sense of Macaulay (cf. [9], no. 25).

Now let M be a graded S-module, and q an integer ≥ 0. In the preceeding
no. we defined the graded S-module Bq(M); the dual module of Bq(M) will
be denoted by T q(M). Thus we have, by definition:

T q(M) =
∑

n∈Z

T q(M)n, with T q(M)n = (Hq(M(−n)))′.

Each homomorphism ϕ : M → N defines a homomorphism from Bq(M)
to Bq(N), from which we obtain a homomorphism from T q(N) to T q(M);
therefore the T q(M) are contravariant functors of M (we will see in no. 72
that they can be expressed very simply as functions of the ExtS). Each exact
sequence:

0→M → N → P → 0

gives rise to an exact sequence:

· · · → Bq(M)→ Bq(N)→ Bq(P )→ Bq+1(M)→ · · · ,

from which we obtain the exact sequence

· · · → T q+1(M)→ T q(P )→ T q(N)→ T q(M)→ · · · .

The homomorphism α : M → B0(M) defines by transposition a homo-
morphism α∗ : T 0(M)→M∗.

Since Bq(M) = 0 for q > r, we have T q(M) = 0 for q > r.

71. Determination of T r(M). (In this no., and in the next, we suppose
that r ≥ 1; the case r = 0 leads to conditions that are a bit different, and also
trivial.)

The graded S-module S(−r − 1) is denoted by Ω; it is a free module,
admitting for base an element of degree r+1. We saw in no. 62 that Hr(Ω) =
Hr
k(Ω) for sufficiently large k, and that Hr

k(Ω) admits a base over K consisting
of the unique element (t0 · · · tr)

k/t0 · · · tr; the image in Hr(Ω) of that element
will be denoted by ξ; ξ constitutes a base of Hr(Ω).



324 COHERENT ALGEBRAIC SHEAVES

We will now define a scalar product 〈h, ϕ〉 between elements h ∈ Br(M)−n
and ϕ ∈ HomS(M,Ω)n, with M being an arbitrary graded S-module. The
element ϕ can be identified with an element of HomS(M(−n),Ω)0, which is
to say a homomorphism from M(−n) to Ω; therefore it defines, by passage
to cohomology groups, a homomorphism from Hr(M(−n)) = Br(M)−n to
Hr(Ω), that we also denote by ϕ. The image of h under this homomorphism
is then a scalar multiple of ξ, and we define 〈h, ϕ〉 by the formula:

ϕ(h) = 〈h, ϕ〉ξ.

For all ϕ ∈ HomS(M,Ω)n, the function h → 〈h, ϕ〉 is a linear form
on Br(M)−n, so it may be identified with an element ν(ϕ) of the dual of
Br(M)−n, which is none other than T r(M). We have defined in this way a
homogeneous function of degree 0

µ : HomS(M,Ω)→ T r(M),

and the formula 〈P · h, ϕ〉 = 〈h, P · ϕ〉 shows that ν is an S-homomorphism.

Proposition 2. The homomorphism ν : HomS(M,Ω) → T r(M) is
bijective.

We first establish the proposition when M is a free module. If M is the
direct sum of homogeneous submodules Mα, we have:

HomS(M,Ω)n =
∏

α

HomS(M
α,Ω)n and T r(M)n =

∏

α

T r(Mα)n.

Therefore, if the proposition is true for the Mα, then it is also for M , and
this reduces the case of a free module to the particular case of a free module
with a single generator, which is to say the case where M = S(m). One can
then identify HomS(M,Ω)n with HomS(S, S(n −m − r − 1))0, which is the
vector space of the homogeneous polynomials of degree n−m−r−1. Therefore
HomS(M,Ω) admits for a base the family of monomials tγ00 · · · t

γr
r , with γi ≥ 0

and
∑r

i=0 γi = n − m − r − 1. On the other hand, we saw in no. 62 that
Homr

S(S(m−n)) has a base (if k is sufficiently large) consisting of the family of

monomials (t0 · · · tr)
k/tβ00 · · · t

βr
r , with βi > 0 and

∑r
i=0 βi = n−m. By setting

βi = γ′i+1, one can write these monomials in the form (t0 · · · tr)
k−1/t

γ′0
0 · · · t

γ′r
r ,

with γ′i ≥ 0 and
∑r

i=0 γ
′
i = n −m− r − 1. Recalling the definition of 〈h, ϕ〉,

we observe that the scalar product:

〈(t0 · · · tr)
k−1/t

γ′0
0 · · · t

γ′r
r , t

γ0
0 · · · t

γr
r 〉

is always null, except when γi = γ′i for all i, in which case it is equal to 1. This
means that ν transforms the base of the tγ00 · · · t

γr
r into the dual base of the

base of monomials (t0 · · · tr)
k−1/tγ00 · · · t

γr
r , so it is bijective, which completes

the proof of the Proposition in the case where M is free.
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We now pass to the general case. Choose an exact sequence

L1 → L0 →M → 0

where L0 and L1 are free. Consider the following commutative diagram:

0 ✲ HomS(M,Ω) → HomS(L
0,Ω) → HomS(L

1,Ω)

0

ν
❄

✲ T r(M)

ν
❄

✲ T r(L0)

ν
❄

✲ T r(L1).

ν
❄

The first line of this diagram is an exact sequence, from the general prop-
erties of the functor HomS ; the second is also an exact sequence, because it is
the dual of the sequence

Br(L1)→ Br(L0)→ Br(M)→ 0,

which is exact, as a part of the exact sequence of cohomology of the Bq, and
from the property Br+1(M) = 0 of the graded S-module M . On the other
hand the two vertical homomorphisms

ν : HomS(L
0,Ω)→ T r(L0) and HomS(L

1,Ω)→ T r(L1)

are bijective, as we have already seen. It follows that

HomS(M,Ω)→ T r(M)

is also bijective, which completes the proof.

Add a pair of zeros at the left end and apply the five lemma.

72. Determination of the T q(M). We will prove the following theorem,
which generalizes Proposition 2.

Theorem 1. Let M be a graded S-module. For q 6= r, the graded
S-modules T r−q(M) and ExtqS(M,Ω) are isomorphic. Moreover, there is an
exact sequence:

0→ ExtrS(M,Ω)→ T 0(M)
α∗
✲ M∗ → Extr+1

S (M,Ω)→ 0.

We will use the axiomatic characterization of derived functors given in [6],
Chap. III, §5. For that, we first define new functors as follows:

For q 6= r, r + 1, Eq(M) = T r−q(M)

For q = r, Er(M) = Ker(α∗)

For q = r + 1, Er+1(M) = Coker(α∗).

The Eq(M) are additive contravariant functors, which enjoy the following
properties:
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(i) E0(M) is isomorphic to HomS(M,Ω).

This is what Proposition 2 asserts.

(ii) If L is free, Eq(L) = 0 for all q > 0.

It suffices to verify this for L = S(n), and that case follows from no. 62.

(iii) To every exact sequence 0→M → N → P → 0 is associated a sequence
of coboundary operators dq : Eq(M)→ Eq+1(P ), and the sequence:

· · · → Eq(P )→ Eq(N)→ Eq(M)
dq✲ Eq+1(P )→ · · ·

is exact.

The definition of dq is evident if q 6= r − 1; it is the homomorphism from
T r−q(M) to T r−q−1(P ) defined in no. 70. For q = r − 1 or r, we use the
following commutative diagram:

T 1(M) ✲ T 0(P ) → T 0(N) → T 0(M) → 0

0 → P ∗

α∗

❄
→ N∗

α∗

❄
→ M∗

α∗

❄
→ 0.

α∗

❄

This diagram shows right away that the image of T 1(M) is contained in
the kernel of α∗ : T 0(P ) → P ∗, which is none other than Er(P ). Thus the
definition of dr−1 : Er−1(M)→ Er(P ).

To define dr : Ker(T 0(M) → M∗) → Coker(T 0(P ) → P ∗), we use the
procedure of [6], Chap. III, Lemma 3.3: if x ∈ Ker(T 0(M) → M∗), there is
y ∈ P ∗ and z ∈ T 0(N) such that x is the image of z and y and z have the
same image in N∗; we then set dr(x) = y.

Chap. III, Lemma 3.3 of [6], and Lemma B1.3, are the snake lemma.

The exactness of the sequence

· · · → Eq(P )→ Eq(N)→ Eq(M)
dq✲ Eq+1(P )→ · · ·

follows from the exactness of the sequence

· · · → T r−q(P )→ T r−q(N)→ T r−q(M)→ T r−q−1(P )→ · · ·

and from [6], loc. cit.

(iv) The isomorphism of (i) and the operators dq of (iii) are “natural”.

This follows immediately from their definitions.
Since properties (i) to (iv) characterize the functors derived from the func-

tor HomS(M,Ω), we have Eq(M) ≈ ExtqS(M,Ω), which proves the Theorem.
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The result in CE that Serre is appealing to is essentially Theorem C6.2, al-

though the two axiom systems differs in some details. For this sort of result

an author faces a tradeoff between making the axioms strong (useful prop-

erties are easily accessible) making them weak (strengthening the uniqueness

assertion) or maintaining a clear distinction between the minimal collection of

properties that the suffice for uniqueness and the others (correct in principle

but often excessively fussy in practice). Suffice it to say that Serre would have

no difficulty adjusting the details of his argument to the version of this result

presented herein.

Corollary 1. If M satisfies (TF), Hq(M) is isomorphic to the dual
vector space of Extr−qS (M,Ω)0 for all q ≥ 1.

In effect, we know that Hq(M) is a finite dimensional vector space whose
dual is isomorphic to Extr−qS (M,Ω)0.

Corollary 2. If M satisfies (TF), the T q(M) are graded S-modules of
finite type for q ≥ 1, and T 0(M) satisfies (TF).

One can replace M with a module of finite type without changing the
Bq(M), hence also the T q(M). The Extr−q(M,Ω) are consequently S-modules
of finite type, and we have M∗ ∈ C, hence the Corollary.

§5. Applications to coherent algebraic sheaves

73. Relation between the functors ExtqS and ExtqOx. Let M and N
be two graded S-modules. If x is a point of X = Pr(K), we have defined
in no. 57 the Ox-modules Mx and Nx; we will display a relation between the
ExtqOx(Mx, Nx) and the graded S-module ExtqS(M,N):

Proposition 1. Suppose that M is of finite type. Then:

(a) The sheafA(HomS(M,N)) is isomorphic to the sheafHomOx(A(M),A(N)).

(b) For all x ∈ X, the Ox-module ExtqS(M,N)x is isomorphic to the Ox-
module ExtqOx(Mx, Nx).

First we define a homomorphism ιx : HomS(M,N)x → HomOx(Mx, Nx).
An element of the first module is a fraction ϕ/P , with ϕ ∈ HomS(M,N)n,
P ∈ S(x), and P homogeneous of degree n; if m/P ′ is an element of Mx,
ϕ(m)/PP ′ is an element of Nx that depends only on ϕ/P and on m/P ′, and
the function m/P ′ → ϕ(m)/PP ′ is a homomorphism ιx(ϕ/P ) : Mx → Nx;
this defines ιx. From Proposition 5 of no. 14, HomOx(Mx, Nx) can be identified
with

HomO(A(M),A(N))x;

that identification transforms ιx to

ιx : A(HomS(M,N))x → HomO(A(M),A(N))x,
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and it is easy to verify that the collection of the ιx is a homomorphism

ι : A(HomS(M,N))→ HomO(A(M),A(N)).

When M is a free module of finite type, ιx is bijective: in effect, it suffices
to show this when M = S(n), and this case is immediate.

If M is now a graded S-module of finite type (that is, M need no longer
be free) choose a resolution of M :

· · · → Lq+1 → · · · → L0 →M → 0,

where the Lq are free of finite type, and consider the complex C formed by
the HomS(L

q, N). The cohomology groups of C are the ExtqS(M,N); in other
words, if we denote by Bq and Zq the submodules of Cq consisting respectively
of the coboundaries and the cocycles, there are exact sequences:

0→ Zq → Cq → Bq+1 → 0,

and

0→ Bq → Zq → ExtqS(M,N)→ 0.

Since the functor A(M) is exact, the sequences

0→ Zqx → Cqx → Bq+1
x → 0

and

0→ Bq
x → Zqx → ExtqS(M,N)x → 0

are also exact.

But in view of what came before, Cqx is isomorphic to HomOx(L
q
x, Nx); the

ExtqS(M,N)x are isomorphic to the cohomology groups of the complex formed
by the HomOx(L

q
x, Nx), and, since the L

q
x are evidently Ox-free, we recover the

definition of the ExtqOx(Mx, Nx), which proves (b); for q = 0, the preceeding
shows that ιx is bijective, so it is an isomorphism, hence (a).

74. Vanishing of the cohomology groups Hq(X,F(−n)) as n→∞.

Theorem 1. Let F be a coherent algebraic sheaf on X, and let q be an
integer ≥ 0. The following two conditions are equivalent:

(a) Hq(X,F(−n)) = 0 for sufficiently large n.

(b) Extr−qOx
(Fx,Ox) = 0 for all x ∈ X.

Part (a) has come to be known as Serre’s vanishing theorem.
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From Theorem 2 of no. 60, we may suppose that F = A(M), whereM is a
graded S-module of finite type, and, from no. 64, Hq(X,F(−n)) is isomorphic
to Hq(M(−n)) = Bq(M)−n; therefore condition (a) is equivalent to

T q(M)n = 0

for sufficiently large n, which is to say that T q(M) ∈ C. From Theorem 1 of
no. 72 and the fact thatM∗ ∈ C whenM is of finite type, this last condition is
equivalent to Extr−sS (M,Ω) ∈ C; since Extr−sS (M,Ω) is an S-module of finite
type,

Extr−sS (M,Ω) ∈ C

is equivalent to Extr−sS (M,Ω)x = 0 for all x ∈ X, from Proposition 5 of no. 58;
at last, Proposition 1 shows that Extr−sS (M,Ω)x = Extr−sOx

(Mx,Ωx), and since
Mx is isomorphic to Fx, and Ωx is isomorphic to O(−r − 1)x, hence to Ox,
this implies the claim.

To state Theorem 2 we need the notion of the dimension of a Ox-module.
Recall ([6], Chap. VI, §2) that an Ox-module of finite type P is said to be of
dimension ≤ p if there is an exact sequence of Ox-modules:

0→ Lp → Lp−1 → · · · → L0 → P → 0,

where each Lp is free (this definition is equivalent to that of [6], loc. cit.,
from the fact that all projective Ox-modules of finite type are free—cf. [6],
Chap. VIII, Th. 6.1′). Each Ox module of finite type is of dimension ≤ r,
from the theorem of syzygies (cf. [6], Chap. VIII, Th. 6.2′).

Th. 6.1′ is Theorem D5.3, taking into account that a projective R-module is

flat. (Proposition B7.4) Th. 6.2′ is part of Theorem I3.4.

Lemma 1. Let P be an Ox-module of finite type, and let p be an integer
≥ 0. The following two conditions are equivalent:

(i) P is of dimension ≤ p.

(ii) ExtmOx(P,Ox) = 0 for all m > p.

It is clear that (i) implies (ii). We will show that (ii) implies (i) by de-
scending recurrence on p; for p ≥ r, the Lemma is trivial, since (i) always
holds; passing now to p+1 and p, let N be any Ox-module of finite type. We
can find an exact sequence 0 → R → L → N → 0, where L is free of finite
type (since Ox is Noetherian). The exact sequence

Extp+1
Ox

(P,L)→ Extp+1
Ox

(P,N)→ Extp+2
Ox

(P,R)

shows that Extp+1
Ox

(P,N) = 0: in effect, we have Extp+1
Ox

(P,L) = 0 from

condition (ii), and Extp+1
Ox

(P,R) = 0 since dimP ≤ p+ 1 from the hypothesis
of recurrence. Since this property characterizes the modules of dimension ≤ p,
the Lemma is proved.
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The argument up to this point shows that Extp+1
Ox

(P,N) = 0 whenever N

is of finite type, and the desired conclusion, that dimOx P ≤ p, follows from

Proposition D6.4.

On combining the Lemma and Theorem 1, we obtain:

Theorem 2. Let F be a coherent algebraic sheaf on X, and let p be an
integer ≥ 0. The following two conditions are equivalent:

(a) Hq(X,F(−n)) = 0 for sufficiently large n and 0 ≤ q < p.

(b) For all x ∈ X, the Ox-module Fx is of dimension ≤ r − p.

75. Varieties without singularities. The following result plays an
essential role in the extension to the abstract case of the “theorem of duality”
of [15]:

Theorem 3. Let V be a subvariety without singularities of the projective
space Pr(K); suppose that all the irreducible components of V have the same
dimension p. Let F be a coherent algebraic sheaf on V such that, for all
x ∈ V , Fx is a free module on Ox,V . We then have Hq(V,F(−n)) = 0 for all
sufficiently large n and 0 ≤ q ≤ p.

From Theorem 2, it all comes down to showing that Ox,V , considered as
an Ox-module, is of dimension ≤ r − p. Denote by Ix(V ) the kernel of the
canonical homomorphism εx : Ox → Ox,V ; since the point x is simple on V , we
know (cf. [18], th. 1) that this ideal is generated by r−p elements f1, . . . , fr−p,
and the theorem of Cohen-Macaulay (cf. [13], p. 53, prop. 2) shows that we
have

(f1, . . . , fi−1) : fi = (f1, . . . , fi−1) for 1 ≤ i ≤ r − p.

The ideas of Zariski in [18] had recently changed the way that nonsingularity

(that is, the notion of a simple point) was defined. While extracting the con-

sequences in question from this new definition can be reduced to a matter of

algebra, in spirit it is closer to algebraic geometry per se than to commutative

algebra, and thus not appropriately treated in the chapters. Thus we simply

accept what Serre is asserting while urging the interested reader to consult

texts on algebraic geometry, where the issue is addressed from diverse points

of view.

Now we denote by Lq the free Ox-module admitting for a base the elements
e〈i1 · · · iq〉 corresponding to the sequence (i1, . . . , iq) such that

1 ≤ ii < i2 < · · · < iq ≤ r − p;

for q = 0, let L0 = Ox, and set:

d(e〈i1 · · · iq〉) =

q∑

j=1

(−1)jfij · e〈i1 · · · îj · · · iq〉
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d(e〈i〉) = fi.

From [6], Chap. VIII, prop. 4.3, the sequence

0→ Lr−p
d✲ Lr−p−1

d✲ · · ·
d✲ L0

εx✲ Ox,V → 0

is exact, which shows that dimOx(Ox,V ) ≤ r − p, qed.

In Proposition G6.1 we set M = Ox and n = r − p, and the claim is the

acyclicity of X(r−p).

Corollary. We have Hq(V,OV (−n)) = 0 for sufficiently large n and
0 ≤ q ≤ p.

Remark. The proof above applies, more generally, whenever the ideal
Ix(V ) admits a system of r − p generators, in other words when the variety
V is locally a complete intersection, at each point.

76. Normal varieties. We will need the following Lemma:

Lemma 2. Let M be an Ox-module of finite type, and let f be a
noninvertible element of Ox, such that the relation f · m = 0 implies that
m = 0 if m ∈ M . The dimension of the Ox-module M/fM is then equal to
the dimension of M augmented by a unit.

By hypothesis, there is an exact sequence 0→M
α✲ M ✲ M/fM →

0, where α is multiplication by f . If N is an Ox-module of finite type, we then
have an exact sequence:

· · · → ExtqOx(M,N)
α✲ ExtqOx(M,N)→ ExtqOx(M/fM,N)→

Extq+1
Ox

(M,N)→ · · ·

Let p be the dimension of M . On setting q = p + 1 in the preceeding exact
sequence, we see that Extp+2

Ox
(M/fM,N) = 0, which implies ([6], Chap. VI,

§2) that dim (M/fM) ≤ p+ 1.

The claim is implied by Proposition D6.6.

On the other hand, since dimM = p, we can choose anN such that ExtpOx(M,N) 6=

0; after setting q = p in the exact sequence above, we see that Extp+1
Ox

(M/fM,N)
is identified with the kernel of

ExtpOx(M,N)
α✲ ExtpOx(M,N);

since this last homomorphism is none other than multiplication by f , and
since f is not invertible in the local ring Ox, it follows from [6], Chap. VIII,
prop. 5.1′ that the kernel is 6= 0, which shows that dimM/fM ≥ p + 1,
completing the proof.
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The desired consequence of the cited result follows from Proposition A2.15.

We will now prove a result that has a close connection with the “lemma
of d’Enriques-Severi”, due to Zariski [19]:

Theorem 4. Let V be an irreducible subvariety, normal, of dimension
≥ 2, of the projective space Pr(K). Let F be a coherent algebraic sheaf on V
such that, for all x ∈ V , Fx is a free module on Ox,V . Then H

1(V,F(−n)) = 0
for sufficiently large n.

By definition V is normal if, for each x ∈ V , Ox,V is a normal ring, which

is to say that it is an integral domain that is integrally closed in its field of

fractions.

From Theorem 2, this reduces to showing that Ox,V , considered as a Ox-
module, is of dimension ≤ r − 2. First we choose an element f ∈ Ox, such
that f(x) = 0 and the image of f in Ox,V is not null; this is possible because
dimV > 0. Since V is irreducible, Ox,V is an integral domain, and we can
apply Lemma 2 to the pair (Ox,V , f); thus:

dimOx,V = dimOx,V /(f)− 1, with (f) = f · Ox,V .

Since Ox,V is an integrally closed ring, all the primary ideals pα of the
principal ideal (f) are minimal (cf. [12], p. 136, or [9], no. 37),

This is Theorem A11.2.

and none of them are equal to the maximal ideal m of Ox,V (otherwise one
would have dimV ≤ 1). Therefore one can find an element g ∈ m that is not a
zero divisor in the quotient ring Ox,V /(f); on letting g be a representative of g
in Ox, we see that we can apply Lemma 2 to the pair (Ox,V /(f), g); therefore:

dimOx,V /(f) = dimOx,V /(f, g) − 1.

But, from the theorem of syzygies already cited, we have dimOx,V /(f, g) ≤ r;
whence Ox,V /(f) ≤ r − 1 and dimOx,V ≤ r − 2, qed.

Again, this is the Hilbert syzygy theorem.

Corollary. We have H1(V,OV (−n)) = 0 for sufficiently large n.

Remarks. (1) The reasoning above is classical in the theory of syzygies.
Cf. for example W. Gröbner, Moderne Algebraische Geometrie, 152.6 and
153.1.

(2) Even when the dimension of V is > 2, one can have dimOx,V = r− 2.
This is notably the case when V is a cone of which the hyperplane section W
is a projective variety that is normal and irregular (i.e., H1(W,OW ) 6= 0).
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77. Homological characterization of the varieties “k-fois de première
espèce.

Let M be a graded S-module of finite type. Using reasoning identical to
that used to prove Lemma 1, one can show that:

Lemma 3. In order for dimM ≤ k, it is necessary and sufficient that
ExtqS(M,S) = 0 for q > k.

Since M is graded, we have ExtqS(M,Ω) = ExtqS(M,S)(−r − 1), so the
condition above is equivalent to ExtqS(M,Ω) = 0 for q > k. Taking Theorem
1 of no. 72 into account, we have

Proposition 2. (a) For dimM ≤ r it is necessary and sufficient that
α :Mn → H0(M(n)) is injective for all n ∈ Z.

(b) If k is an integer ≥ 1, for dimM ≤ r − k it is necessary and sufficient
that α : Mn → H0(M(n)) is bijective for all n ∈ Z, and that Hq(M(n)) = 0
for 0 < q < k and all n ∈ Z.

Let V be a closed subvariety of Pr(K), and let I(V ) be the ideal of homo-
geneous polynomials that vanish on V . Set S(V ) = S/I(V ); this is a graded
S-module whose associated sheaf is none other than OV . We say8 that V
is a subvariety “k-fois de première espèce” of Pr(K) if the dimension of the
S-module S(V ) is ≤ r − k.

The phrase “k-fois de première espèce” could be translated as “k times of the

first type.” I have chosen to leave it untranslated in order to avoid suggesting

that it is currently part of standard terminology, which does not seem to be

the case.

It is immediate that α : S(V )n → H0(V,OV (n)) is injective for all n ∈ Z,
so all varieties are 0-fois de première espèce. On applying the preceeding
Proposition to M = S(V ), we obtain:

Proposition 3. Let k be an integer ≥ 1. For the subvariety V to
be k-fois de première espèce, it is necessary and sufficient that the following
conditions hold for all n ∈ Z:

(i) α : S(V )n → H0(V,OV (n)) is bijective.

(ii) Hq(V,OV (n)) = 0 for 0 < q < k.

(The condition (i) can also be expressed by saying that the linear series
cut on V by the forms of degree n is complete, which is well known.)

On comparing with Theorem 2 (or on reasoning directly) we obtain: Corollary.

If V is k-fois de première espèce, we have Hq(V,OV ) = 0 for 0 < q < k, and,
for all x ∈ V , the dimension of the Ox-module Ox,V is ≤ r − k.

8 Cf. P. Dubreil, Sur la dimension des idéaux de polynômes, J. Math. Pures App., 15, 1936,
p. 271-283. See also W. Gröbner, Moderne Algebraische Geometrie, §5.
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If m is an integer ≥ 1, denote by ϕm the embedding of Pr(K) in a projec-
tive space of dimension given by the monomials of degreem (cf. [8], Chap. XVI,
§6, or the proof of Lemma 2 in no. 52). The corollary above has the following
“recipocal:”

Proposition 4. Let k be an integer ≥ 1, and let V be a closed connected
subvariety of Pr(K). Assume that Hq(V,OV ) = 0 for 0 < q < k, and that,
for all x ∈ V , the dimension of the Ox-module Ox,V is ≤ r − k.

Then, for all sufficiently large m, ϕm(V ) is a subvariety k-fois de première
espèce.

From the fact that V is connected, we have H0(V,Ox) = K. In effect,
if V is irreducible, it is evident (otherwise H0(V,OV ) contains an algebra
of polynomials, and is not of finite dimension over K); if V is reducible,
each element f ∈ H0(V,OV ) induces a constant on each of the irreducible
components of V , and those constants are the same, because V is connected.

From the fact that dimOx,V ≤ r − 1, the algebraic dimension of each of
the irreducible components of V is at least equal to 1. It follows that

H0(V,OV (−n)) = 0

for n > 0 (because if f ∈ H0(V,OV (−n)) and f 6= 0, the fh ·g with g ∈ S(V )nk
form a linear subspace of H0(V.OV ) of dimension > 1).

In order to be precise, denote by Vm the subvariety ϕm(V ); evidently

OVm(n) = OV (nm).

For sufficiently large m the following hold:

(a) α : S(V )nm → H0(V,OV (nm)) is bijective for all n ≥ 1.

This follows from Proposition 5 of no. 65.

(b) Hq(V,OV (nm)) = 0 for 0 < q < k and for all n ≥ 1.

This follows from Proposition 7 of no. 65.

(c) Hq(V,OV (nm)) = 0 for 0 < q < k and for all n ≤ −1.

This follows from Theorem 2 of no. 74, and from the hypothesis made on
the Ox,V .

On the other hand, we have H0(V,OV ) = K, H0(V,OV (nm)) = 0 for all
n ≤ 1, and Hq(V,OV ) = 0 for 0 < q < k, by virtue of the hypotheses. It
follows that Vm satisfies all the hypotheses of Proposition 3, qed.

Corollary. Let k be an integer ≥ 1, and let V be a nonsingular projec-
tive variety, of dimension ≥ k. In order for V to be biregularly isomorphic to a
subvariety k-fois première espèce of a suitable projective space, it is necessary
and sufficient that V is connected and that Hq(V,OV ) = 0 for 0 < q < k.



COHERENT ALGEBRAIC SHEAVES 335

The necessity is evident, from Proposition 3. To prove sufficiency if suf-
fices to remark that Ox,V is of dimension ≤ r − k (cf. no. 75) and apply the
preceeding Proposition.

78. Complete intersections. A subvariety V of dimension p of the
projective space Pr(K) is a complete intersection if the ideal I(V ) has a system
of r − p generators P1, . . . , Pr−p; in this case, all the irreducible components
of V have dimension p, from the theorem of Macaulay (cf. [9], no. 17).

The relevant result of Macaulay is now known as the unmixedness theorem.

The end of Chapter H discusses why it implies the conclusion asserted by Serre.

It is well known that such a variety is p-fois de première espèce, which already
implies that Hq(V,OV (n)) = 0 for 0 < q < p, as we will see. We will determine
Hp(V,OV (n)) as a function of the degrees m1, . . . ,mr−p of the homogeneous
polynomials P1, . . . , Pr−p.

Let S(V ) = S/I(V ) be the projective coordinate ring of V . From The-
orem 1 of no. 72, everything reduces to the determination of the S-module
Extr−pS (S(V ),Ω). Now, there is a resolution analogous to that of no. 75;
we take for Lq the free graded S-module admitting for a base the elements
e〈i1 · · · iq〉 corresponding to the sequences (i1, . . . , iq) such that 1 ≤ i1 < · · · <
iq ≤ r − p, and of degree

∑q
j=1mj ; for L

0, we take S. We set:

d(e〈i1 · · · iq〉) =

q∑

j=1

(−1)jPij · e〈i1 · · · îj · · · iq〉

d(e〈i〉) = Pi.

The sequence 0 → Lr−p
d✲ · · ·

d✲ L0 → S(V ) → 0 is exact ([6],
Chap. VIII, Prop. 4.3).

In Proposition G6.1 we set M = S and n = r − p, and the claim is the

acyclicity of X(r−p).

It follows that the ExtqS(S(V ),Ω) are the cohomology groups of the complex
formed by the HomS(L

q,Ω); but we can identify an element of HomS(L
q,Ω)n

with a system f〈i1 · · · iq〉, where the f〈i1 · · · iq〉 are the homogeneous polyno-
mials of degrees mi1 + · · ·+miq + n− r − 1; once this identification is made,
the coboundary operator is given by the usual formula:

(df)〈i1 · · · iq+1〉 =

q+1∑

j=1

(−1)jPij · f〈i1 · · · îj · · · iq+1〉.

The theorem of Macaulay already cited shows that we have the conditions
of [11],
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The groups ExtqS(S(V ),Ω) are the homology of

0 → HomS(L
0,Ω) → · · · → HomS(L

q,Ω) → · · · → HomS(L
r−p,Ω) → 0.

Under the identification described by Serre this becomes

0 → Ω⊗S L
0 → · · · → Ω⊗S L

q → · · · → Ω⊗S L
r−p → 0.

We would now like to use Theorem G4.4 to arrive at the conclusions asserted

below. For this we need is to be the case that P1, . . . , Pr−p is a regular sequence

on Ω = S(−r− 1), which means that for each i = 1, . . . , r− p, Pi is not a zero

divisor of Ω/(P1, . . . , Pi−1)Ω. Now Pi is a zero divisor if and only if it vanishes

identically on one of the irreducible components of the variety of common zeros

of P1, . . . , Pi−1, and if this happened the principle ideal theorem (Theorem

F6.1) would imply that some ireducible component of V had dimension greater

than p. As we saw above, Macaulay’s unmixedness theorem implies that this

cannot happen.

and from there we retrieve the fact that ExtqS(S(V ),Ω) = 0 for q 6= r − p.

On the other hand, Extr−pS (S(V ),Ω)n is isomorphic to the subspace of S(V )

formed of the homogeneous elements of degree N + n, with N =
∑r−p

i=1 mi −
r − 1. Taking into account Theorem 1 of no. 72, we obtain:

Proposition 5. Let V be a complete intersection, defined by the homo-
geneous polynomials P1, . . . , Pr−p, of degrees m1, . . . ,mr−p.

(a) The function α : S(V )n → H0(V,OV (n)) is bijective for all n ∈ Z.

(b) Hq(V,OV (n)) = 0 for 0 < q < p and all n ∈ Z.

(c) Hp(V,OV (n)) is isomorphic to the dual space of H0(V,OV (N−n)), with
N =

∑r−p
i=1 mi − r − 1.

We note in particular that Hp(V,OV ) does not vanish unless N < 0.

§6. Characteristic function and arithmetic genus

79. The Euler-Poincaré characteristic.
Let V be a projective variety, and let F be a coherent algebraic sheaf on

V . Set:
hq(V,F) = dimK H

q(V,F).

We have seen (no. 66, Theorem 1) that the hq(V,F) are finite for all
integers q, and vanish for q > dimV . We can therefore define an integer
χ(V,F) on setting:

χ(V,F) =
∞∑

q=0

(−1)qhq(V,F).

This is the Euler-Poincaré characteristic of V , with values in F .
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Lemma 1. Let 0 → L1 → · · · → Lp → 0 be an exact sequence, where
the Li are finite dimensional vector spaces over K, and the homomorphisms
Li → Li+1 are K-linear. Then:

p∑

q=1

(−1)q dimK Lq = 0.

We argue by recursion on p; the lemma is evident if p ≤ 3; if L′
p−1 denotes

the kernel of Lp−1 → Lp, we have the two exact sequences:

0→ L1 → · · · → L′
p−1 → 0

0→ L′
p−1 → Lp−1 → Lp → 0.

On applying the hypothesis of recurrence to each of these sequences, we
see that

∑p−2
q=1(−1)

q dimLq + (−1)p−1 dimL′
p−1 = 0, and

dimL′
p−1 − dimLp−1 + dimLp = 0,

from which the lemma follows immediately.

Proposition 1. Let 0 → A → B → C → 0 be an exact sequence of
coherent algebraic sheaves on a projective variety V , with the homomorphisms
A → B and B → C being K-linear. Then:

χ(V,B) = χ(V,A) + χ(V, C).

On applying Lemma 1 to this exact sequence of vector spaces, we obtain
the Proposition.

Proposition 2. Let 0 → F1 → · · · → Fp → 0 be an exact sequence of
coherent algebraic sheaves on a projective variety V , with the homomorphisms
Fi → Fi+1 being algebraic. Then:

p∑

q=1

(−1)qχ(V,Fq) = 0.

We argue by recurrence on p, beginning with the Proposition being a
particular case of Proposition 1 if p ≤ 3. If we denote by F ′

p−1 the kernel
of Fp−1 → Fp, the sheaf F ′

p−1 is coherent algebraic since Fp−1 → Fp is an
algebraic homomorphism. We can then apply the hypothesis of recurrence to
the two exact sequences

0→ F1 → · · · → F
′
p−1 → 0

0→ F ′
p−1 → Fp−1 → Fp → 0,
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and the Proposition follows straight away.

80. Relation with the characteristic function of a graded S-
module .

Let F be a coherent algebraic sheaf on the space Pr(K); we will write
χ(F) in place of χ(Pr(K),F). We have:

Proposition 3. χ(F(n)) is a polynomial in n of degree ≤ r.

From Theorem 2 of no. 60, there exists a graded S-module M , of finite
type, such that A(M) is isomorphic to F . On applying to M the theorem of
syzygies of Hilbert,

The free dimension of M agrees with its projective dimension, by Proposition

I3.1. The projective dimension is not greater than the global dimension of S,

which is r + 1. (Theorem I3.4.)

we obtain an exact sequence of graded S-modules:

0→ Lr+1 → · · · → L0 →M → 0,

where the Lq are free of finite type. On applying the functor A to this se-
quence, we obtain an exact sequence of sheaves:

0→ Lr+1 → · · · → L0 → F → 0,

where each of the Lq is isomorphic to a finite direct sum of sheaves O(ni).
Proposition 2 shows that χ(F(n)) is equal to the alternating sum of the
χ(Lq(n)), which we reduced to the case of the sheaf O(ni). Now it follows
from no. 62 that we have χ(O(n)) =

(n+r
n

)
, which is indeed a polynomial in n

of degree ≤ r, as we wished to show.

Proposition 4. Let M be an graded S-module satisfying the condition
(TF), and let F = A(M). For all sufficiently large n we have χ(F(n)) =
dimKMn.

In effect, we know (no. 65) that, for all sufficiently large n, the homomor-
phism α :Mn → H0(X,F(n)) is bijective, and Hq(X,F(n)) = 0 for all q > 0;
therefore χ(F(n)) = h0(X,F(n)) = dimKMn.

We now recall the well known fact that dimKMn is a polynomial in n for
sufficiently large n; this polynomial, which we denote by PM , is called the
characteristic function of M ; for all n ∈ Z, we have PM (n) = χ(F(n)), and,
in particular, for n = 0, we see that the constant term of PM is equal to χ(F).

This passage might easily confuse a reader, since it is standard to define the

Poincaré-Hilbert series to be
∑∞
n=0(dimKMn)t

n, and to denote this series

by PM (t). The fact that there is a g ∈ Q[t] such that dimKMn = g(n) for

sufficiently large n is Proposition F2.4.
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We apply this to M = S/I(V ), where I(V ) is the homogeneous ideal of S
consisting of the polynomials that vanish on a closed subvariety V of Pr(K).
The constant term of PM is called, in this case, the arithmetic genus of V
(cf. [19]); on the other hand we have A(M) = OV , so we obtain:

Proposition 5. The arithmetic genus of a projective variety V is equal
to

χ(V,OV ) =
∞∑

i=0

(−1)q dimK H
q(V,OV ).

Remarks. (1) The preceeding proposition makes evident the fact that the
arithmetic genus is independent of the embedding of V in a projective space,
since all embeddings have the same Hq(V,OV ).

(2) The virtual arithmetic genus (defined by Zariski in [19]) can equally
be reduced to an Euler-Poincaré characteristic. Ultimately we will return to
this question, which is closely related to the Riemann-Roch theorem.

(3) For reasons of convenience, we have adopted a definition of the arith-
metic genus that is slightly different from the classical definition (cf. [19]).
If all the irreducible components of V have the same dimension p, the two
definition are related by the following formula: χ(V,OV ) = 1 + (−1)ppa(V ).

81. Degree of the characteristic function .

If F is a coherent algebraic sheaf on an algebraic variety V , the support
of F , denoted by Supp(F), is the set of the points x ∈ V such that Fx 6= 0.
From the fact that F is a sheaf of finite type, this set is closed : in effect,
if we have Fx = 0, the null section generates Fx and consequently also Fy
for y sufficiently close to x (no. 12, Proposition 1), which means that the
complement of Supp(F) is open.

Let M be a graded S-module of finite type, and let F = A(M) be the
sheaf defined by M on Pr(K) = X. One can derive Supp(F) from M in the
following manner:

Let 0 =
⋂
αM

α be a decomposition of 0 as an intersection of primary
homogeneous submodules Mα of M , where the Mα correspond to the ho-
mogeneous primary ideals pα (cf. [12], chap. IV); we may assume that this
decomposition is “as short as possible”, i.e. none of the Mα are contained in
the intersection of the others.

The existence of what is now called a primary decomposition of the submodule

0 is assertion of Theorem A12.3. Such a decomposition is finite, so redundant

elements can be discarded until it is minimal.

For all x ∈ X, each pα defines a primary ideal of the local ring Ox, and we
have pαx = Ox if and only if x is not contained in the variety V α defined by
the ideal pα. In the same way 0 =

⋂
αM

α
x in Mx, and it is easily verified

that from this we obtain a primary decomposition of 0 in Mx, with the Mα
x
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corresponding to the primary ideals pαx ; if x /∈ V
α, we have Mα

x =Mx, and, if
we only consider the Mα

x such that x ∈ V α, we obtain a decomposition that
is “as short as possible” (cf. [12], chap. IV, th. 4, where analogous results are
established). It follows immediately that Mx 6= 0 if and only if x is contained
in one of the varieties V α, which is to say that Supp(F) =

⋃
α V

α.

Proposition 6. If F is a coherent algebraic sheaf on Pr(K), the degree
of the polynomial χ(F(n)) is equal to the dimension of Supp(F).

We reason by recurrence on r, with the case r = 0 being trivial. We may
suppose that F = A(M), where M is a graded S-module of finite type; using
the notations introduced above, we will show that χ(F(n)) is a polynomial of
degree q = SupdimV α.

Let t be a homogeneous linear form not contained in any of the primary
ideals pα, except the “improper” primary ideal p0 = (t0, . . . , tr); such a form
exists due to the fact that the field K is infinite. Let E be the hyperplane of
X defined by the equation t = 0. Consider the exact sequence:

0→ O(−1)→ O → OE → 0,

where O → OE is the restriction homomorphism, while O(−1) → O is the
homomorphism f → t ·f . By tensoring with F , we obtain the exact sequence:

F(−1)→ F → FE → 0, with FE = F ⊗O OE .

Above Ui, we can identify F(−1) with F , and this identification trans-
forms the homomorphism F(−1) → F defined above to the one defined by
multiplication by t/ti; since t has been chosen outside of the pα, t/ti is not
contained in each of the prime ideals ofMx = Fx if x ∈ Ui, and the preceeding
homomorphism is injective (cf. [12], p. 122, th. 7, b′′′).

Because t is not an element of any of the primary ideals, it is not a zero divisor

of M , by Corollary A10.3.

Therefore we have the exact sequence:

0→ F(−1)→ F → FE → 0,

from which we obtain, for each n, the exact sequence:

0→ F(n − 1)→ F(n)→ FE(n)→ 0.

On applying Proposition 1, we see that

χ(F(n)) = χ(F(n − 1)) = χ(FE(n)).

But the sheaf FE is a coherent sheaf of OE-modules, which is to say that
it is a coherent algebraic sheaf on E, which is a projective space of dimension
r − 1. Moreover, Fx,E = 0 means that the endomorphism of Fx defined
by multiplication by t/ti is surjective, which implies that Fx = 0 (cf. [6],
chap. VIII, prop. 5.1′).
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The desired consequence of the cited result follows from Proposition A2.15,

which is a consequence of Nakayama’s lemma.

It follows that Supp(FE) = E∩Supp(F), and, since E does not contain any of
the varieties V α, if follows by a known result that the dimension of Supp(FE)
is equal to q − 1. The hypothesis of recurrence then shows that χ(FE(n)) is
a polynomial of degree q − 1; since this is the first difference of the function
χ(F(n)), the latter function is polynomial of degree q.

Remarks. (1) Proposition 6 is well known when F = O/I, with I being
a coherent sheaf of ideals. Cf. [9], no. 24, for example.

(2) The preceeding demonstration did not use Proposition 3, and gives a
new proof of that result.

Paris
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